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Introduction
We propose to include the following texts describing the use cases of V2X including media, which were discussed in a co-session at SA1/4 [1]. They are based on five scenarios described in [2] but also include use cases defined in other organizations such as [3], as the objective of this SI allows [4]. The requirements will be described in a qualitative fashion, avoiding any specific values.
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5
Media use cases in V2X

5.1
Support for remote driving
5.1.1
Description
Remote driving is a concept in which a vehicle is controlled remotely by either a human operator or cloud computing. 

While autonomous driving needs a lot of sensors and sophisticated algorithm like object identification, remote driving with human operators can be realized using less of them. For example, if on-board camera of the vehicle feeds the live video to remote human operator, human operator can easily understand the potential hazard of the vehicle without assistance of any sophisticated computing. Based on this video, the remote operator sends commands to the vehicle. 

Remote driving can support different use cases than autonomous driving. Buses follow pre-defined static routes and a specific lane, and stop at pre-defined bus-stops. Thus, the characteristic of operating these buses are somewhat different from what is required for operating autonomous vehicles. For these buses, live video stream includes not only outside-bus image but also inside-bus image, so remote operators additionally need to react to more diverse scenario such as passengers getting on/off the bus.

Also, when cloud computing replaces human operators, coordination between vehicles can be achieved. For example, if all the vehicles feed their schedule and destination, the cloud can coordinate which route each vehicle will take. This coordination will reduce potential traffic congestion, overall travel time, leading to better fuel efficiency.
5.1.2
Requirements
5.2
Information sharing for high/full automated driving
5.2.1
Description
5.2.1.1
General
This use case is interpreted as an automated driving at the level of e.g. SAE Level 4 and Level 5 automation [x1], where non-short inter-vehicle distance (e.g. >2sec * vehicle speed) is assumed and high-resolution data exchange is required.

The following applies for aspects of cooperative perception and cooperative manoeuvre.

-
Cooperative perception: This use case requires sharing high resolution perception data (e.g., camera, LIDAR, occupancy grid) among vehicles in the same area.

-
Cooperative manoeuvre: This use case requires sharing detailed planned trajectory among all involved vehicles via V2X for collaborative manoeuvre.

5.2.1.2
Pre-conditions 

1.
Vehicles A, B, and C and RSUs X, Y, and Z support V2X communication for information sharing for full automated driving.

2.
Any combination of vehicles A, B, and C and RSUs X, Y, and Z are in communication range.

3.
Vehicles A, B, and C are travelling in proximity, where inter-vehicle distance is not short (e.g. >2 sec * vehicle speed).
5.2.1.3
Service flows 

1.
Each vehicle shares its high resolution perception data (e.g., camera, LIDAR, occupancy grid) and/or detailed planned trajectory with other vehicles, directly or via the network. An RSU may capture high resolution perception data around a corner or an obstacle, or an intersection. Each RSU shares its high resolution perception data with vehicles A, B, and C, via point-to-point transmission or multicast/broadcast.

2.
Each vehicle obtains the information of the surrounding environment that cannot be obtained only from local sensors and also obtains the planned trajectory of the other vehicles in proximity.

5.2.1.4
Post-conditions 

1.
Each vehicle utilizes the received information of high resolution perception data and/or planned trajectory of other vehicles as predictive information for its driving.

2.
Road safety and traffic efficiency are improved.
5.2.2
Requirements
5.3
Video data sharing for assisted and improved automated driving (VaD)
5.3.1
Description
5.3.1.1
General
The visual range of the driver is in some road traffic situations obstructed, for instance by trucks driving in front [x2]. Video data sent from one vehicle to the other can support drivers in these safety-critical situations. Video data may also be collected and sent through a capable UE-type RSU.
But sharing pre-processed data, where objects are for instance extracted by an automatic object detection, is not sufficient, because the drivers’ decision on a manoeuvre is subject to their driving capability and safety preferences (distance between cars, velocity of vehicles in oncoming direction) [x3]. 

Sharing high resolution video data better supports drivers to make the manoeuvre decision according to their safety preferences. However, sharing low resolution video data is not sufficient, as obstacles are not visible and might get overlooked. Additionally, video data needs to be compressed at a low delay or may not be compressed.

5.3.1.2
Pre-conditions
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Figure 5.16.1.2-1: Video data sharing for assisted and improved automated Driving (VaD)
-
Vehicles A, B, and C, and RSUs X and Y support 3GPP V2X communication service.

-
Vehicles A, B, and C, and RSUs X and Y support VaD application.

-
Vehicles A, B, and C, and RSUs X and Y are in communication range.

5.3.1.3
Service flows

-
Vehicle A announces VaD capability on the application layer through periodic application message exchange via 3GPP V2X communication service.

-
Vehicle B requests VaD application information from Vehicle A from message transfer via 3GPP V2X communication service.

-
Vehicle A transmits VaD application data periodically.

-
Vehicle B transmits VaD application message releasing from Vehicle A after having overtaken vehicle A or vehicle A stops to transmit data after a while.
-
RSUs X and Y announce VaD capability through periodic application message broadcast via 3GPP V2X communication service.

-
Vehicle C receives VaD application information from RSUs X and Y from message broadcast via 3GPP V2X communication service.

-
RSUs X and Y broadcast VaD application data, which may have been enhanced in some situations such as poor illumination or weather.
-
Vehicle C receives VAD application data RSU X broadcasts, and overtakes vehicle A.

-
Vehicle C receives VAD application data RSU Y broadcasts.

5.3.1.4
Post-conditions

-
Drivers are supported in rough terrains and aware of hazardous driving situations ahead.
5.3.2
Requirements
5.4
Teleoperated support (TeSo)
5.4.1
Description
5.4.1.1
General
While traffic safety as well as accident-free driving is the task of each connected autonomous vehicle, Teleoperated Support (TeSo) enables a single human operator to remotely control autonomous vehicles for a short period of time. TeSo enables efficient road construction (control of multiple autonomous vehicles from a single human operator), snow plowing e.g.

5.4.1.2
Pre-conditions

-
Vehicle A is able to drive autonomously and coordinate driving manoeuvres via 3GPP V2X communication service.

-
Vehicle A supports TeSo on the application layer (out of 3GPP), it can be in a far end server or in a server hosted by another UE close or not close to the first UE, see Figure 5.21.1.2-1.
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Figure 5.4.1: TeSo concept description
5.4.1.3
Service flows

-
Vehicle A sends TeSo application messages (camera data, sensor data, status data, confirmation etc.) via 3GPP network to the remote operator.

-
Remote operator sends TeSo application command messages via 3GPP network to vehicle A.
5.4.1.4
Post-conditions

-
TeSo terminates 3GPP V2X communication service, if no further support from remote operator is needed

5.4.2
Requirements
5.5
Video composition for V2X scenario
5.5.1
Description
This use case consists of multiple UEs supporting V2X application moving in an area. The UEs may belong to the same PLMN or different PLMNs. The UEs may also be camped in different cells.

Those UEs have a camera and they take a video of the environment, and send this video to a server. The server can be in the cloud or in the near the UE point of attachment (i.e., mobile edge compute (MEC)). The server/MEC will then post-process the videos received and combine the information in order to create a single video of the environment. The video can then be used for analysis in different scenarios, such as sharing the video with end-users in a car race, evaluation of possible accident by law enforcement, etc. The videos may also be supplied by RSUs when there are UEs not sufficient for the composition.

The UEs location and direction information, allows the server to accurately represent the location, relative speed and distance of vehicles, pedestrians, and any objects in that area.
5.5.2
Requirements
*** End change 2 ***
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