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1 Introduction

This document addresses a few new use cases and discusses also some architectural components, aligned with the work on MPEG and the boundaries between media codecs standards such as MPEG and potential work in 3GPP. This is primarily in the context of immersive media services.

2 Some New Use Cases and Perspective for Augmented Reality

Figure 1 provides an evolutional approach from VR towards integrated VR and AR.
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Eventually, entire scenes, like entertainment events, can be accessed with an AR device that are so realistic and interactive that they’ll be nearly indistinguishable from reality.  VR becomes an occasionally used “mode” within AR.

Another relevant aspect on AR is the expected deep integration of many different components into a platform that are used jointly in order to provide fully immersive experiences.
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Figure 1 Glance of a first responder glass

We believe future AR glasses will be much more sleek and light weight

· They contain a tremendous amount of processing, connectivity and sensors. 

· We also envision many different designs that are in some cases specific to certain functions.  

· Walking as an example through our concept of a “first responder’s” futuristic AR glasses:
· Firstly, we think they’ll be comfortable, and built with new optics and projection technologies within a durable, semitransparent AR display, equipped with very bright LED lights on the front so that first responders will never need a flashlight.

· They’ll have many cameras, for eye, head and hand motion tracking with a variety of passive and active cameras with fisheye lenses, recording and sensing objects even outside of your view

· There will be many other types of sensors too, some of which are already in today’s smartphones but some will be new for AR glasses like these.  For example, the ability to see otherwise invisible poisonous gas or flammable materials through environmental sensors.

· Connectivity will be multimode with 5G support, with full access to mission critical cloud services, and the ability for the headquarters to see and record useful information

· They may have optoelectronic night vision and infrared thermal (heat vison) imaging sensors to help first responders navigate and locate objects or people in dark or cloudy or smoky environments.

· We suspect that they could also act as binoculars when useful to do so, by utilizing several different telephoto lenses on the front of the glasses and enlarging that view in a manner that’s perhaps in similar way that zoom camera viewfinder works on smartphones.

· It may be possible to see through walls, floor layouts, and track the first responder’s position in a building through computer vision technologies, along with seeing downloaded building blue prints and terrain maps. 

· Such glasses may contain microphones that are able to detect sounds better than the human ear, and alert the first responder.  

· They may also be able to detect a foreign language and translate it real time for high quality audio playback using bone conduction transducers and directional speakers
In terms of technology, AR shares many aspects with VR as expressed in Figure 2.
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Figure 2 VR and AR related requirements for immersion

In addition AR adds additional aspects that need to be taken into account to integrated virtual objects into the real world as documented in Figure 3.
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Figure 3 Additional requirements for immersion in case of AR

AR also adds additional actions to be able to interact with scenes as shown in Figure 9.
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Figure 4 Interactions in case of AR

Those interactions are supported by sensors as shown in Figure 10.
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Figure 5 Possibly relevant sensor data and input for AR

Not all sensor data may be relevant for audio-visual representation and may therefore not be relevant in the context of MPEG related activities. Nevertheless, it should be understood that defining a full experience for AR requires an application that properly integrates media objects. 

Different to VR experiences, AR is expected to require more media communication also in the uplink as shown in Figure 6.
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Figure 6 Connectivity aspects for AR services

Aspects around the communication interfaces include:

· High throughput in both directions, and equivalently compression technologies

· Low latency in the media communication to address these aspects

· Consistency and ubiquitous throughput

As a summary the architecture an architecture is provided to add some AR aspects in Figure7.
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Figure 7 AR extensions for the protocol stack

3 Standards Aspects for Immersive Media
A key departure point from traditional 2D architectures is that visual rendering is governed by a graphics engine that composites the different media resources to create the presentation. Audio may undergo a similar procedure in the rendering. 

In particular, the graphics engine will use tradition 2D content as texture for objects that are controlled by certain geometries. Physically-based rendering takes this approach to the extreme, where realistic light propagation, reflection/refraction patterns are mimicked with a high fidelity. 

Most widely used graphics and game engines today rely on an OpenGL core (this may be different on some Operating Systems). They act as wrappers around OpenGL and offer more advanced functionality in a more abstract and simple to use way to the developers. 

When rendering VR/AR or 6DoF content, the rendering engine usually sets up a scene first. The scene maybe read from a scene graph/scene description document or it may be inferred from the content (e.g. a scene with a single Sphere geometry for 360 video). The client may be given option to choose between a full 6DoF scene rendering, it may opt for a simplified rendering, or it may delegate part of the scene rendering to the network. In the latter case, the network will convert a 6DoF scene into a simplified 6DoF scene, a 3DoF+ or 3DoF scene, or even into a 2D video. 

The media resources of a content may be of a wide range of formats and types. They can either be 2D or 3D, natural or synthetic, compressed or uncompressed, provided by the content provider or captured locally (e.g. in the case of AR). 

A few key issues that are expected to be solved are:

· Definition of the spatial environment, i.e. the space in which the presentation is valid and can be consumed. Typically, for example what is referred to as windowed 6DoF, you have a limited amount of possible movements within the 3D space.

· presentation timeline management. The different resources may have an internal timeline for their presentation. The scene graph may have animations and other scripts that incur an internal media timeline. In addition, scene graphs should also be updateable in a 6DoF presentation, where updates are timed or event driven.  Finally, the container format may also specify the media timeline for the presentation of the embedded media.

· Positioning and rendering of the media sources in the 6DoF scene appropriately. The individual media sources may for itself have descriptive metadata of their geometry or they may be described by the scene graphs. In any case such objects needs to be properly integrated in the 6DoF scene. 

· Interacting with the scene based on sensor and/or user input. The rendered viewport can be depend on as simple aspects as the viewing position or may include complex sensor input or captured signals such as geolocation, gyroscope, temperature, camera out, eye tracking, etc.

Generally, the composition of timed media assets in a 6DoF VR or AR scene may be accomplished by one or more of the following means.

· By self-declarative media tracks that directly map themselves into a common reference system as for example done by OMAF

· By a standardized scene description that is expected to be carried along with the timed media assets.

· By an external scene description that is included as a track in order to compose the contained media assets properly.
4 Architectures
4.1 Introduction

This clause documents different architectures that may be of relevance for 6DoF Immersive Media Services. The key focus is a device architecture, but also network architectures and interfaces are considered. These architectures are collected in order for use case proponents to make use of such an architecture and define the usage and instantations for relevant use cases. Once the use cases are mapped, the relevant interfaces and APIs can be extracted and normative standardization requirements can be defined.

4.2 Architecture Components

4.2.1 Introduction
In order to structure the work, architectural components are defined. We separate device architectures as well as network architectures. 

4.2.2 Network Components
· Control and Management Function: A function that establishes the communication between an MPEG-capable client and an MPEG-capable network element, or multiple of those. It is expected that such a management function is out of scope for MPEG standards unless a very clear requirement would be developed. 

· Content Origin: A server (may be centralized or distributed) that hosts content and/or can be accessed with well-defined protocols.

· Media Aware/Processing Network Function:  A function that communicates with either Content Origin or the client or both in order to support the client in experiencing the immersive scene.

· Client: A function that provides all means to consume an immersive content.

4.2.3 Device Components

Taking the perception of a device, there are different components:
· Lower Layer (5G, WiFi, IP)

· Media Access Client (DASH Client, File System)

· Extracts elementary streams and metadata and makes it available to decoders and Applications

· Uplink Client
· Uplink Media

· Media encoder

· Content Delivery Protocol

· Metadata

· Decryption

· Media Decoders

· Audio

· Video

· Application/Presentation Engine

· SceneGraph

· Management

· SceneDescription

· Scripts

· Timed Track for Application/Presentation Engine

· Rendering
· Audio

· Visual 

· XR Functions

· XR Input: Buttons, Sticks, Triggers, Tracking

· XR Display

· XR Compositor

· Sensor Data
· Capture:

· Microphones

· Camera

· Others

4.3 Traditional Architecture and Phase 1 Architecture: Passive consumption centric

The architecture of the first phase in 3GPP and MPEG is based on OMAF as shown in Figure 8 including the key specification area for OMAF. The key specifications are on formats such that a device and applications can be build that permit 
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Figure 8 OMAF Architecture and the key MPEG domain specifications

In order to structure the work, we should look at typical properties in the specification and the assumption around this, and based on this we should build further on extending the architecture into different directions addressing the different use cases. Starting from a traditional architecture and system model in MPEG as done for MPEG-2 TS, DASH, ISO BMFF or probably also MMT, the system standard provides primarily:

1) Timing and synchronization of different media streams

2) Multiplexing or at least combination of the media streams

3) System functions for consuming the content such as random access

4) Description on the required capabilities to consume the stream

5) Description on role/property of the streams (language, role, etc.)

6) Ability to deliver the content on different network scenarios: Adaptation, Switching, error resilience

7) Other system functions such as encryption

The ability for a user/interface to “interact” with traditional content is limited to random access, seeking and component selection. This selection/interaction impacts not only the media playback, but also media decoding and delivery and hence formats and communication aspects are involved. Typically, the consumption is passive.

Such stream definition does not prevent to that media is included in richer interaction environments (for example an interactive framework such as HTML-5 and browser consumption) as shown in Figure 2, but this not part of the MPEG architecture and system part. 
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Figure 9 Media Playback using DASH in HTML-5 with media elements

In MPEG-I phase 1, the architecture was extended that the application interacts with the media stack by providing also the viewport. This interaction results in additional dynamics and optimizations. The viewport is multidimensional and includes sensor data (viewing information) and device capabilities (viewport size) as shown in Figure 3. Other than this, the architecture is relatively unchanged, and a consumption based model is considered, i.e. the amount of uplink information is low and does not involve media.
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Figure 10 Adding sensor data to consumption

This architecture may be maintained, but for example for 3DoF+ additional sensor data may be added, for example a certain amount of depth or translational movement. 

4.4 Phase 2 architecture: Interaction and Rendering Centric

This architecture foresees input through different modalities at the client to account for applications such as 3DoF/6DoF and even AR/MR. Input from local cameras and microphones is usually required for AR/MR applications.  
Rendering is performed by a Graphics Rendering Engine for visual content and a 2D/3D Audio Rendering Engine for audio content. The Graphics Rendering Engine is usually based on some graphics libraries such as OpenGL or WebGL or even some higher-level engines such as Unity. Decoded media resources are composited together by the rendering engine to produce the Presentation. 

The architecture supports MPEG and non-MPEG media resources. These can be timed and non-timed. The container parser extracts information about resources and media timeline as well as any embedded or referenced media resources and make them available at the presentation engine. 

The Architecture supports consuming the content in different forms, e.g. a simplified 2D version may be rendered in simple clients, a limited 3DoF, 3DoF+, or 6DoF version may also be consumed by the client. This pre-rendering/simplification may be done locally or in the network in a pre-rendering (baking) step. This is necessary for clients that are limited in their processing capabilities or network resources. Alternatively, the full-fledged 6DoF presentation may be consumed by clients capable of consuming it and having the required network resources and processing power.  

The rendering engine may compose 3D content out from 2D-content. An example is point clouds that are encoded using MPEG-encoded Point Cloud Compression. 

To describe the scene of a presentation, a scene graph may be used. The scene graph may be provided in alternative formats to offer the renderer the choice of picking a supported scene graph format. Alternatively, a basic rendering operation may be described in the container format to support simple clients that do not support any of the included scene graph formats. Other scene description files such as scripts or shaders may also be included in the container.
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Figure 11 Consider draft Phase 2 Reference architecture
Some other aspects and alternatives have been considered and are maintained for now.

As a summary the architecture from the last MPEG meeting is extended to add some AR aspects in Figure 6
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Figure 12 AR extensions for the protocol stack

5 Proposed Addition to TR26.981

=====  AUTONUM   CHANGE  =====
7.2.7
AR and XR Services – Use Cases and Context

Augmented and Extended Reality is expected to grow significantly over the next few years, based on different market studies. Many use cases and applications are expected to be wireless on mobile and portable devices (including new form factors such as AR glasses) requiring many different enablers that play together to create immersive services and experiences. This includes, but is not limited to:

· highest visual quality in order provide realistic presentation in mixtures of real world and extended realities

· highest sound quality in order provide in mixtures and interaction of real world and virtual sounds

· intuitive and seamless interaction with real and virtual objects for a full immersive experience

Whereas AR and XR are expected to share certain requirements with Virtual Reality as discussed in TR26.918 [X], especially eXtended reality (XR) is considered an umbrella of VR and AR use cases, enabling seamless integration of different worlds as shown in Figure 13.


[image: image15]
Figure 13 From VR and AR to Extended reality (XR)

Use cases for extended reality include entertainment, infotainment, education, healthcare, industrial use cases, etc. Also, in the SMARTER TR 22.891 [X], six use cases discuss Augmented Reality at least as being a part of the considerations. Also it is expected that extended realities will be more and more supported by new form factors such as AR glasses with a multitude of sensors, trackers, cameras, and microphones, as shown for example in Figure 14.
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Figure 14 Glance of a first responder glass

A substantial difference of XR to VR as studied in TR26.918 [X] is the addition of significant uplink traffic, potentially associated with very low latency requirements.  
7.3.3
Potential Issues on AR/XR/VR (new)

While the growth perspectives are huge, studying the relevancy of interoperability enablers for such new services requires detailed understanding of use cases and requirements to address these issues. It also requires understanding how emerging 5G core network and radio technologies can successfully contribute to AR and XR services, for example to support latency and/or bitrate requirements. Before initiating detailed normative work a detailed analysis of use cases, requirements and especially the interop points for are relevant. In particular, the following aspects should be considered:
· Analysing the different technologies and equipment in place that provide a Extended Reality experiences.

· Collecting the associated use cases and identifying the 3GPP service(s) they map to

· Analysing and identifying the media formats (including audio and video), interfaces and delivery procedures between client and server required to offer such an experience

· Identifying relevant client and network architectures and APIs that support AR and XR use cases

· Collecting key performance indicators for relevant AR and XR services and the applied technology components.

· Conducting subjective tests to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience as considered necessary

· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation.

· Collecting information on market and standardization status and communication with relevant 3GPP groups and external organizations

· Drawing conclusions on the potential needs for standardization in 3GPP.

It is considered important that 3GPP initiates a study on this matter.
7.4
Key Issue and Recommendations

Based on discussion in clause 7.2 and 7.3, it is proposed that 5G Media addresses different device APIs:
-
APIs that enable access to functions that are defined by 3GPP and are device internal.
-
APIs that enable to abstract complex 3GPP network functions with abstracted APIs that can be accessed by third-party applications.
It is also recommended that 3GPP devices in 5G media provide a consistent support for capability discovery. Suitable options may be:

-
Media Profile capability API as defined in clause 7.3.2.1. 

-
ISO BMFF API as defined in clause 7.3.2.2. 

Media Capability API work in 3GPP should be followed. Also, any work on MIME parameters extensions may be considered if progressed.
It is also recommended to consider a study on Cellular-driven Extended and Augmented Reality (CLEAR).

6 Proposal
It is proposed to
· Add text in clause 5 to TR26.891

· Basically agree on initiating a study on media centric aspects for Augmented Reality (AR) and eXtended Reality (XR) in Rel-16

· Communicate to SA1 on this plan and ask SA1 if they have any additional use cases on this matter beyond those documented in SMARTER TR 22.891.[image: image17.png]


[image: image18.png]



- 12/13 -

[image: image1.png]Today Soon The Future

Ability to move around through live
events, with better sense of “presence” Entire scenes, like entertainment events, can be
Including 3DoF+ and 6DoF accessed with mobile AR device that are so realistic
and interactive that they’ll be nearly indistinguishable

: Mostly 3-DOF, lower resolution
videos & games

Pokémon Go, Google Translate, Still rudimentary, yet more useful from reality. VR becomes an occasionally used
Snapchat, and other rudimentary AR and immersive, streaming AR services, “mode” within AR
apps abled to be accessed on the go




