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5.4
Technical Aspect 4: VR Services
5.4.1
Description
Clause 7.2.3 of TS 22.261 [2] includes requirements toward supporting virtual reality (VR) and interactive conversation use cases, including relevant motion-to-photon and motion-to-sound latency requirements. Moreover, clauses 5.9, 5.10 and 5.11 of TR 26.918 [9] contain use cases on conversational VR (i.e., spherical video calls, videoconferencing with 360 video), user-generated VR live streaming (i.e., “See what I see”) and virtual world communication, respectively, involving interactive real-time encoding, delivery and consumption of VR content relevant for MTSI and IMS-based telepresence.

5.4.2
Implications on MTSI
Currently, MTSI endpoints as specified in TS 26.114 [4] does not support mechanisms to encode, deliver and consume VR content.
5.4.3
Implications on IMS-based Telepresence
Currently, IMS-based Telepresence endpoints as specified in TS 26.223 [5] does not support mechanisms to encode, deliver and consume VR content.
5.4.4
Recommended Requirements
It is recommended that 5G MTSI and IMS Telepresence endpoints support VR capabilities relevant for real-time encoding, delivery and consumption of 3D spatial audio and 360 videos toward fulfilling the recommended objectives in clause 9.3.2 of TR 26.918 [9].  
5.4.5
Gap Analysis
The gap analysis presented in clauses 5.9.3 and 9.3.1 of TR 26.918 [9] is applicable for 5G MTSI and IMS Telepresence endpoints.

On top of these gaps, the following detailed gaps specific to 5G MTSI and TP endpoints may be listed:

·    To enable VR support, it is necessary to define SDP-based mechanisms for the negotiation of VR capabilities across MTSI / TP senders and receivers during both call setup and mid-call. VR capabilities here include the related codecs, formats and media handling mechanisms for encoding, delivery and consumption of 3D spatial audio and 360 degree videos. This for instance includes the negotiation of relevant projection and/or packing format(s) (including fish-eye video) to be used by the sender and receiver during delivery of 360 degree videos. 
·    In addition, for interactive navigation, it is beneficial to define suitable formats for real-time signalling of field-of-view (FOV) or viewport information from an MTSI / TP receiver to an MTSI / TP sender and vice versa during a multimedia telephony session, including consideration of the related RTP/RTCP based protocol impacts. Such indication of the viewport can allow for encoding optimizations on the sender side, toward delivering a higher quality stream and/or reduction of the bandwidth consumption.
5.4.6
Potential Solutions
Clause 9.3.3 of TR 26.918 [9] documents a few potential solutions.

Further potential solutions are for further study.
The relevant interoperability points for VR support over MTSI and IMS-telepresence are: 

·    Media profiles providing RTP and elementary stream constraints for a single media type

·    Rendering Scheme types for post-decoder processing of decoder output signals together with rendering metadata.
·    Potential Viewport test points for rendered output signals
Note that this applies to both media types, audio and video. The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.
Figure X provides an overview of a possible receiver architecture that recovers the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on a received RTP media stream, the UE parses, possibly decrypts and moves the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the “texture”, as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement messages to be used in the rendering phase.  In particular, the SEI messages may be used by the Texture-to-Sphere Mapping function to generate a spherical video based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal by taking into account viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information. 

 
[image: image1]
Figure X – Potential receiver architecture for VR support over MTSI and IMS Telepresence
In addition, the definitions and reference systems in Clause 4.1 of TS 26.118 [R3] are applicable to VR support over MTSI and IMS telepresence. 

For 360 degree video, the potential solutions can consider the following principles:

·    The RTP stream would contain an HEVC bitstream with Supplemental Enhancement Information (SEI) messages in regards to omnidirectional media. In particular, SEI messages describing the decoder rendering metadata on the omnidirectional video as defined in ISO/IEC 23008-2 [R1] may be present.
·    Video elementary streams may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [R2], section 10.1.2.2. 
Relevant SEI messages contained in the elementary stream with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [R1]:
·    Region-wise packing information, e.g., carrying packing format indication and also any coverage restrictions
·    Projection mapping (indicates projection format), with indication of Equi-Rectangular projection (ERP) or Cubemap projection
·    Padding, indicates whether there is padding in the packed frame

·    Frame packing arrangement, indicating packing format for stereoscopic content

·    Content prerotation information, including sphere rotation   

The output signal, i.e. the decoded picture or “texture”, is then rendered using the SEI messages contained in the video elementary streams. Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
Viewport dependency could be achieved by sending from the MTSI receiver RTCP feedback messages with the desired viewport information and then encoding and streaming the corresponding viewport by the MTSI sender. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. Approaches such as tiling and viewport-dependent profile of OMAF in ISO/IEC 23090-2 [R2] etc. are not relevant for the 5G conversational setting, as the MTSI sender can customize the encoding according to the viewport chosen by the MTSI receiver and signalled to the MTSI sender using RTCP feedback messages.  
OMAF Video profiles in ISO/IEC 23090-2 [R2] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [4] recommends H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [5] recommends H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video. 
Note: It would be necessary to revisit video codecs for VR support in MTSI and IMS telepresence, and it may be needed to define new codec requirements aligned with OMAF. These video codec requirements are TBD. Furthermore, the session setup and negotiation procedures for VR support in MTSI and IMS telepresence would also need to be specified as aligned with the new video codec requirements and are TBD. 
With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [R4] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the ‘sprop-sei’ parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 [R1] can be signalled. 
Note: The details of which SEI messages to consider for VR support over MTSI and IMS telepresence are TBD.
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