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Executive Summary
The EVS SWG (27 participants) met in 7 time slots including joint sessions with SQ (and not counting joint sessions with MTSI or Video). All input documents were covered. The SWG meeting handled 25 documents (including agenda versions, input and output documents at this meeting) and the meeting summary is provided below:
· Liaison: The reply LS on aligning of ITU-T G.722.2 with 3GPP AMR-WB (to ITU-T Q.7/16) in S4-180165 was agreed.
· IVAS: There are 12 indications of interest to submit a candidate (see list in clause 5 below).
Revised design constraints (IVAS-4) in S4-180265 were agreed, including (in brackets) spatial audio with channels and spatial metadata in the 'Audio formats' box. Discussions addressed other aspects (backward compatibility with EVS and definition of different IVAS operational modes with associated design constraints) with no agreement.
· FS_EVS_FCNBE: Several pCRs to TR 26.843 were agreed, including further results, considerations on POLQA, interoperability testing. The updated version of TR 26.843 in S4-180262 was left to be sent to SA4 closing plenary. It was agreed not to send the TR to TSG SA for information at this meeting.
The time plan was updated in S4-180263. It was agreed to have a conference call on Friday March 9, 17:00-19:00 CET (deadline for contribution: Thursday March 8, 17:00 CET, host: Intel).

· FS_BASOP: Two pCRs to TR 26.973 were agreed. The updated TR (v1.2.0) in S4-180246 was agreed, also it was agreed to send it to TSG-SA for approval, which completed the study item. It was agreed to wait until the next SA4 meeting to send an LS to ITU-T Q.2/12 and to check offline when to submit the updated STL to github.
1 Opening of the session: February 5, 14:00 (local time)
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.

Minutes were taken by the EVS SWG Secretary.
2 Registration of documents
The EVS SWG Chairman displayed the list of documents in S4-180027 allocated to A.I. 7 for SA4#97.  The agenda was later revised in S4-180266.

3 CRs to Features in Release 14 and earlier 
No Tdoc in this A.I.

4 Liaisons from other groups/meetings
The EVS SWG Chairman displayed S4-171348 CR 26.173-0033 Correcting capitalizations of file and table names (Release 14), from Dolby Laboratories, which addressed S4-171229 LS/r on aligning of ITU-T G.722.2 with 3GPP AMR-WB (S4-171040) [to 3GPP SA4], from ITU-T SG16. He recalled that S4-171348 included corrections in Table 6 and this CR was agreed at SA4#96 and later approved by SA Plenary. The SA4 Secretary clarified that V14.1.0 of TS 26.441 now exists implementing this CR.
The EVS SWG Chairman also recalled that the next meeting of ITU-T SG16 will be in July 2018, so it is sufficient to give a reply from this SA4 meeting or next meeting. He suggested replying at this meeting, to inform ITU-T SG16 that 3GPP has approved the CR and ask them to align G.722.2. He pointed out that the reply LS was not sent from SA4#96 because at that time the CR was only an SA4 agreed version, not SA approved. He asked if there was a volunteer to draft a reply to say that 3GPP implemented the suggestions in S4-171229, identied further corrections and implemented a CR approved in 3GPP. Mr. Stefan Bruhn (Dolby) volunteered to draft the reply LS which was allocated to S4-180165 (in A.I. 7.4).

Mr. Stefan Bruhn presented a draft version of S4-180165 Reply LS on aligning of ITU-T G.722.2 with 3GPP AMR-WB [to ITU-T SG16 Q.7/16], from 3GPP TSG SA WG4
Comments / questions:
Online editing took place to clarify that the SA4 CR was approved at TSG SA.
Conclusion:

The draft document was produced as S4-180165, which was agreed.
5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          
The EVS SWG Chairman presented S4-180028 Received Declarations in IVAS Standardization, from EVS SWG Chairman
Comments / questions:

The EVS SWG Chairman explained that WILUS Inc. (TTA) submitted a declaration in time. He displayed an email from ETSI Helpdesk showing that the email declaration from WILUS was blocked by their antispam system; he stated that the email was sent in time, so the declaration was sent in time.
Conclusion:

There are 12 indications of interest to submit a candidate as follows:

1) Dolby Laboratories Inc.

2) Ericsson LM

3) Fraunhofer IIS

4) HuaWei Technologies Co., Ltd

5) Nokia Corporation

6) NTT (Nippon Telegraph and Telephone Corporation)

7) ORANGE

8) Panasonic Corporation

9) Qualcomm Incorporated

10) VoiceAge Corporation

11) WILUS Inc.

12) ZTE Corporation
S4-180028 was noted.
Mr. Hiroyuki Ehara presented S4-180083 Proposal for IVAS-4 (design constraints) concerning the interoperability with EVS codec, from Panasonic Corporation and NTT
Comments / questions:
Mr. Tomas Toftgard (Ericsson) asked if monaural modes mean all modes.  He noted that at SA4#96 the sources had an input targetted to some of the EVS bit rates. He asked if the proposal was the same for stereo / multichannel (i.e. one mode or several modes).
Mr. Hiroyuki Ehara (Panasonic) recalled that the proposal at SA4#96 had others bit rate for further study and there was the opinion that interoperability at a specific bit rate will be problematic. He suggested deciding on bit rates based on discussion. He stated that the proposal at this meeting is not addressing any specific bit rate, however for Japanese market a specific rate is used which should be included in the interoperability mode.
Mr. Tomas Toftgard (Ericsson) asked if the proposal was similar for stereo and multichannel. He understood that for mono the proposal was that all mono modes should be identical to EVS. Mr. Markus Multrus (Fraunhofer) also asked if some or all modes in multichannel would be interoperable.
Mr. Hiroyuki Ehara (Panasonic) explained that multichannel mono transmission is already specified for EVS. He pointed out that scalable bitstream was proposed to avoid transcoding. He stated that interoperability is proposed for cases where IVAS and EVS are used in a communication and one side is switched to EVS.
Mr. Tomas Toftgard (Ericsson) asked if new bit rates are proposed for multimono transmission, noting that bit rates are defined for IVAS. Mr. Hiroyuki Ehara (Panasonic) confirmed that there would be new bit rates.

Mr. Jon Gibbs (Huawei) commented on the proposal for IVAS stereo/multichannel, he did not see practical to consider coding 22.2 with an EVS mono downmix. Mr. Hiroyuki Ehara (Panasonic) pointed out that the proposal is for stereo and the multichannel part is in brackets.

Mr. Stefan Bruhn (Dolby) stated that multiple mono transmission is more to the transport format than the codec. He added that to implement this with EVS the payload format is used to transport parallel instances of the EVS codec bitstream. He wondered if this is something that would necessarily be part of IVAS codec or the transport. He felt that one could simply rely on EVS.  He also commented on the proposal to have 22.2 with multimono transmission and stated that there would be potential complexity problems with 24 encodings and decodings. Mr. Hiroyuki Ehara (Panasonic) clarified that the proposal is for discussion if one can agree on multichannel; the maximum number of channels would be defined if one can agree on multichannel.

Mr. Jon Gibbs (Huawei) stated that Huawei support this contribution and the idea of mono modes of IVAS being equivalent to EVS. He stated that Huawei could also support the idea of EVS embedded for stereo, but was not sure for the multiple channel case like 22.2. He suggested further editing the proposal to polish the text on bit rates for embedded modes. He did not think the whole codec should be designed as an embedded codec.
Mr. Stefan Bruhn (Dolby) supported the concept of embedded modes, but he had different views on whether the core is EVS, based on complexity considerations. He stated that the feature of embeddedness should not be seen in connection of EVS mono for 2 party telephony. However, he supported the general concept of embeddedness.
Mr. Atti Venkatraman (Qualcomm) commented on the last paragraph of the proposed table, he did not see how TrFO could be used, he recalled that an MCU receiving IVAS and EVS needs to decode, mix and reencode, unless it is just a bypass (pass-through for all streams) as in MMCMH; he emphasized that, if the MCU has to reencode, one has to go to transcoding operation, and it does not matter to have all streams with EVS or one stream with IVAS or EVS.
Mr. Hiroyuki Ehara (Panasonic) stated that an MCU has to mix all signals even if the codec is the same for all streams, but in some implementations, mixing and switching can be combined. He clarified that the MCU may just select the bitstream of the main talker, and if the IVAS codec transmits a kind of embedded stream, then MCU can just stream the EVS bitstream to the EVS terminal.
Mr. Atti Venkatraman (Qualcomm) commented on the case where IVAS talks to EVS, and he stated that both can talk as EVS. Mr. Hiroryuki Ehara (Panasonic) noted that this may not be possible if there is another IVAS codec on the line.
Mr. Atti Venkatraman (Qualcomm) stated that spatial conferencing is misunderstood, and it is codec agnostic, and he did not see spatial conferencing as the driving factor for IVAS. He added that in the context of MCU and TrFO, there is no reason to require EVS stream for stereo. However, he appreciated the comments in clause 3 about EVS deployments.
Conclusion:

S4-180083 was noted.

Mr. Jon Gibbs presented S4-180088 The relationship of the IVAS Codec to EVS, from Huawei Technologies Co. Ltd.
Comments / questions: 

Mr. Stefan Bruhn (Dolby) clarified that S4-171221 from SA4#96 was not going away from EVS, it provided the spatial conference use case where required features of IVAS are not supported by EVS. He added that S4-171221 did not imply that IVAS should not be an extension of EVS. He stated that IVAS and EVS are closely related; IVAS without EVS would not make any sense. He understood that there could be concerns that additional functionality could lead to confusion of deployments, and he recalled that, when EVS was introduced, there was the AMR-WB codec being rolled out, and the reasoning for AMR-WB IO interoperability in EVS was to give a signal to the market that those who deploy AMR-WB would by no means invest in old technology, because even EVS would require AMR-WB. He clarified that Dolby's view is that it is the same for IVAS, EVS is required, but providing new features would not confuse the market or make IVAS deployment difficult, because IVAS is complement to what is possible with EVS. Mr. Jon Gibbs (Huawei) understood that this was supporting EVS being part of IVAS; he stated that all new EVS modes would lead to less well performing modes in terms of rate-distortion, and this situation was encountered in 3GPP. He noted that AMR-WB IO provided better performance than AMR-WB, and all EVS modes provided better rate-distortion operation than AMR-WB, so there was progression. He stated that the new modes in S4-171221, which include efficient conference bridge performance, would lead to a decrease of performance. He stated that one could argue they have benefits, but there are other ways to achieve the use case without removing backward interoperability.
Mr. Stefan Bruhn (Dolby) noted that if performance is measured only in terms of rate-distortion, new modes could be seen as a step backward, but if one considers the situation that the codec is motivated by certain use cases which will impose certain constraints, complexity is very relevant for the conferencing use case, and best rate/distortion performance is needed under a certain complexity constraint which EVS cannot meet. He invited to consider all together rate-distortion plus complexity, when targeting something that is not worse than current state of the art.
The EVS SWG Chairman invited the sources of S4-180083 and S4-180088 to fabricate a common text merging similar proposals from Panasonic/NTT and Huawei. He stated that a new contribution would not be necessarily needed and he invited to provide a new document in the Drafts folder, for the next session.
Conclusion:

S4-180088 was noted.
Mr. Jon Gibbs (Huawei) projected a working document resulting from offline discussions between Huawei, Panasonic, NTT, to combine S4-180083 and S4-180088.

Mr. Michael Eckert (Dolby) asked if the proposal on multiple mono was to leave open non-bit-exact operation if spatial components are provided. Mr. Jon Gibbs (Huawei) clarified that the proposal was that bit-exactness should be applied whenever possible, but it would not be mandatory if spatial components are provided.
Mr. Stefan Bruhn (Dolby) asked to clarify the meaning of "whenever possible" and he commented that there may be impacts on coding efficiency. Mr. Jon Gibbs (Huawei) repeated that bit-exactness would be a recommendation, not mandatory.
Mr. Michael Eckert (Dolby) asked what would happen in stereo and multichannel if test vectors are not bit exact. He asked if it would be ok to have non-bit-exact operation for quality reasons. Mr. Jon Gibbs (Huawei) stated that in this case it would be legitimate not to use EVS.
Mr. Stefan Bruhn (Dolby) commented that Dolby's position is not compatible with the requirement that any mono mode would be with bit-exact EVS. He stated that Dolby was also supportive in having backward compatibility in terms of embedded stereo and multichannel coding, where one could strip stereo or spatial information and decode just mono information. Mr. Jon Gibbs (Huawei) commented that he understood previously that Dolby's position is against interoperability with EVS.
Mr. Stefan Bruhn (Dolby) stated that Dolby motivated the need for low complexity mono operation for particular use cases (conferencing), and he stated that for telephony service Dolby is not opposed to fallback to EVS if the service is mono.

Mr. Jon Gibbs (Huawei) stated that embedded coding modes would be interoperable between various parts of IVAS, but this would not be backward interoperable with EVS.  Mr. Stefan Bruhn (Dolby) stated that coding with IVAS stereo or IVAS spatial would be embedded with IVAS mono, so this is also backward compatibility to IVAS itself.
Mr. Stefan Bruhn (Dolby) was open to discuss where to put a requirement on embedded bitstream; he supported the embedded idea, and stated that if IVAS were embedded with existing EVS modes, there would be a possibility to agree.
Mr. Atti Venkatraman (Qualcomm) stated that EVS mono usage in IVAS is to minimize testing, and he added that the statement IVAS shall support stereo and multichannel with embedded bitstream to support TrFO was not correct. He referred to the MSMTSI context. He gave the example of a conference with 4 members, 3 IVAS, 1 EVS, where 3 streams are embedded EVS with side information, the MCU could send 3 streams to the EVS terminal, but one would have to mandate MSMTSI capability, otherwise one cannot use 3 EVS transported bitstreams. He stated that, if every terminal is not MSMTSI compatible, the MCU has to decode, mix and reencode.
Mr. Jon Gibbs (Huawei) had concerns with the wording 'TrFO' which gave the feeling that one can do bitstream switching to translate from IVAS to EVS for EVS-equipped UE; he stated that this is not TrFO, but easy translation. Mr. Atti Venkatraman (Qualcomm) clarified that this is media type change, which is useful in 'one to one' communication, but not in the 'many to one' case.
Mr. Takehiro Moriya (NTT) stated that a frequent case, even in multiparty conferencing, is that the number of speakers could be one, and the MCU can turn to a single input, in that case one can achieve TrFO connection, keeping quality. Mr. Atti Venkatraman (Qualcomm) suggested including some text on limitations to one person talking in multiparty conferencing.

Mr. Lasse Laaksonen presented S4-180087 On IVAS audio formats for mobile capture devices, from Nokia Corporation
Comments / questions:

Mr. Michael Eckert (Dolby) supported the proposed idea, he highlighted that there are already phones with spatial capture with different formats (5.1, ambisonics or use of metadata) and different microphone locations, and he added that the proposed format is opening lots of interesting applications.
Mr. Hiroyuki Ehara (Panasonic) asked if mandating the proposed format also means mandating object audio capturing at encoder side. He noted that metadata with several channels is a kind of object-based audio, and the encoder must extract spatial information.
Mr. Lasse Laaksonen (Nokia) clarified that the proposed MASA format is more a scene-based audio representation than an object type of approach. He added that the capture is stereo capture, with 2 correlated signals, and then there is spatial representation for delivery of 3D audio on top of that, produced by spatial metadata.

Mr. Stefan Bruhn (Dolby) did not fully understand the main difference to object based audio. He also noted an editorial issue where object-based is now in a note. He asked, assuming there is a requirement to have object-based audio, if the object stream can have several channels or if it is mono plus metadata. He asked to clarify the difference compared to the proposal. Mr. Lasse Laaksonen (Nokia) confirmed that the note was not properly edited with a missing return. He clarified that this representation is quite different from the use case of object-based audio, where object is an audio source while here channels and metadata describe the scene, which is more like scene-based audio. He added that MASA was not defined as 'scene-based audio' as this term is used as ambisonics in 3GPP.

Mr. Stéphane Ragot (Orange) asked if it was possible to detail the FOA encoder and also to define in more details the metadata. Mr. Lasse Laaksonen (Nokia) could not provide details for metadata, he indicated plans to provide inputs in future SA4 meetings, and he invited offline discussions with possible interested parties on what meta data could contain. He stated that several companies worked on this topic for several years, and metadata description should be compatible with all industry. Mr. Stéphane Ragot (Orange) asked to clarify the FOA encoding used in the reported results. Mr. Lasse Laaksonen (Nokia) answered that the transformation from microphone input to audio format is according to internal methods, and this corresponds to the kind of processing that is marketed to customers. Mr. Stéphane Ragot (Orange) invited providing further details on the metadata.
Mr. Stefan Bruhn (Dolby) asked to clarify the difference in quality between the test conditions (e.g. spatial impression or distortion or noise). Mr. Lasse Laaksonen (Nokia) clarified that the difference is related to spatial accuracy and how well one can find the audio sources in the scene and how stable they are. He understood that this proposal could appear vague, because this type of audio format is not so much in public, but it is well known by many of industry players, and manufacturers have different approaches. He stated that this proposal does not come at surprise to manufacturers interested in mobile capture, but it is difficult to reveal too much about processing. He stated that this is something that needs to stay outside of actual codecs for many reasons that are related to delay aspects, computational complexity aspects, long-term evolution of these methods, how that affects deployment of IVAS, how it affects way IVAS can compete against other solutions and so on. He could not provide more details, and he invited companies to discuss offline to specify or bring more concrete proposals on metadata. He was willing to work on common proposal with as many companies as possible.
The EVS SWG Chairman invited the source to put a revised proposal to the Drafts folder.
Conclusion:

S4-180087 was revised to S4-180264.
Later, Mr. Lasse Laaksonen (Nokia) presented a document that was put in draft folder with an updated text. A minor editorial fix was done online (addition of "the"). Mr. Stefan Bruhn (Dolby) supported the proposal and the idea to insert text in brackets; he requested to have in an editor's note not only the request to define spatial metadata but also to define how spatial audio is constructed. Mr. Lasse Laaksonen (Nokia) stated that spatial audio is defined by spatial metadata. Mr. Stefan Bruhn (Dolby) stated that a mobile phone with 3 microphones can be used to create test content for IVAS codec development, and spatial audio signals with metadata would be needed to work on the same things; he stated that certain selection tests will be defined and one has to make sure everybody will use the same format and he was not sure that this is clearly defined. Mr. Lasse Laaksonen (Nokia) stated that spatial metadata needs to be defined such as data is clear, however to obtain signals and corresponding metadata one needs implementation of microphone processing, and there are currently only proprietary solutions and the intention is to define a metadata such that industry inputs are taken into account. He added that the intention was to invite some collaboration of interested parties to define spatial metadata. He indicated that there could be another input contribution at SA4#98.
S4-180087 was revised to S4-180264.
S4-170264 On IVAS audio formats for mobile capture devices, from Nokia Corporation was agreed without presentation.
Mr. Stefan Bruhn presented S4-180143 Use case specific IVAS design constraints, from Dolby Laboratories Inc.
Comments / questions:

Mr. Markus Multrus (Fraunhofer) stated that this document is proposing 3 sets of design constraints or modes, and he asked if this is for one or 3 codecs.
Mr. Stefan Bruhn (Dolby) stated that the proposal is for one codec but one can see different major modes. He noted that other codecs have different major modes, and he gave the example of EVS with AMR-WB IO and Primary modes. He hoped these modes can share as much technology as possible, and Dolby's idea was that it is one codec with different major modes.

Mr. Markus Multrus (Fraunhofer) stated that EVS Primary and AMR-WB IO are relatively similar in terms of complexity, while the difference between LC and HE, and HQ modes is bigger. He asked if a device implementing LC would also implement HE.

Mr. Stefan Bruhn (Dolby) stated that a low cost telephone would not support mode with 500 WMOPS, and such low cost phone would not have an HOA input. He stated that the proposal is based on the WID, to define what the IVAS codec should address. He noted that there is not only a telephony use case as for EVS, and there is also spatial conferencing and UGC for VR. He also mentioned that there are discussions with regards to what CODVRA delivers, and IVAS should do something significantly better than what is achieved by existing codecs.
Mr. Markus Multrus (Fraunhofer) commented that the proposal is still to develop a codec with 3 different modes. Mr. Stefan Bruhn (Dolby) noted that there are differences between very low bit rate operation and operation at 128 kbit/s in EVS where at very low bit rate there is switching between ACELP and MDCT modes, and at very high bit rates ACELP is turned off.
Mr. Jon Gibbs (Huawei) had similar views as Fraunhofer; he stated that if HE and HQ modes are put together, one has a scalable codec similar to EVS. He stated that LC modes are a bit apart from HE and HQ modes, and he would have been more comfortable to have natural progression. He did not know where the transition would be between HQ and HE, but one could start with stereo at low bit rates and also some spatial capability at low bit rates, but he felt it would be more natural to put all modes together instead of having brick wall between 3 modes, as there are shades of grey in between. He stated that LC modes are a separate capability of codec, which Dolby feels strongly, and he had no objection outside the natural progression between HE and HQ, which are similar to EVS capability. He recalled that EVS operation was specified at each bit rate with e.g. SWB mandatory at specific rates. He suggested considering defining at which bit rate one would like to see if ambisonic is optional or not to build the codec with soft boundaries. He had concerns starting with hard boundaries.

Mr. Stefan Bruhn (Dolby) stated that there are no brick walls between the 3 modes, and he referred to clause 2, where use cases are discussed. He stated that the A/V content use case can be addressed with stereo and low-order spatial input with HE and if possible LC modes. He added that an input of 3rd order ambisonics or multichannel would likely need additional tools, which would be in HQ at higher bit rates. He clarified that HQ would have additional coding tools compared to other modes, because the audio input would be more demanding.

Mr. Lasse Laaksonen (Nokia) supported Huawei's view that there should be natural progression from low bit rates to high quality rates. He commented on stereo telephony, noting that this contribution is about use cases and design constraints; he stated that customer feedback from mobile industry is that spatial audio is priority, and stereo at the moment is considered quite small step from EVS, and use cases for stereo only are limited. 
Mr. Stefan Bruhn (Dolby) stated that stereo couldn’t be neglected because it is part of the WID and a codec that would not cover stereo input would not be complete. He did not expect much difference between coding tools for inputs like planar B-format or MASA input proposed by Nokia. He stated that for stereo, certain microphone configurations may require different processings, noting that AB or ORTF have some kind of time lag between microphones to deal with this, which would be a difference compared to XY or planar B-format input.
Mr. Michael Eckert (Dolby) stated that the key question is not how a company would build a spatial conferencing system. He stated that one could imagine use cases to binauralize signals, which are coded by a stereo codec, and he added that use cases are not only for the capture but also for a conferencing server. He pointed out that there are a couple of examples of services for stereo and spatial conferencing.

The EVS SWG Chairman asked to clarify the motivation behind modes/bit rates and levels/profiles. He suggested discussing the basic principles of proposed profiles.

Mr. Stefan Bruhn (Dolby) clarified that the intention was not to divide the codec into profiles. He noted that a terminal may not be able to support all modes, and he stated that this would be comparable to what is seen today, where a terminal could support EVS without FB so modes like FB 128 kbit/s would not be used. He noted that the proposal was similar to EVS. He stated that the definition of profiles is a different discussion and the input is not intended to trigger discussions or suggest different profiles.
Mr. Jon Gibbs (Huawei) stated that one attractive feature of EVS is the decoupling of encoder and decoder, where the decoder can make sense of whatever bitstream. He suggested having this principle applied for IVAS, being able to separate encoder and decoder functionality. Mr. Stefan Bruhn (Dolby) supported this view and the proposal of embedded scalability. He added that in telephony use case one can rely on codec mode negotiation and SDP, but there are also cases when one cannot negotiate all the way and embedded scalability would enable low cost phones to strip off that part of bit rate that terminal can decode.
Mr. Jon Gibbs (Huawei) stated that the reference to embedded scalability should be in a separate box and in the EVS interoperability box.

Mr. Atti Venkatraman (Qualcomm) stated that IVAS is about immersive voice and audio, and he did not want to go back and develop mono coding. He did not see why develop new mono modes, when the goal was to develop stereo and spatial audio and give immersive services to users. He stated that developing mono is going backwards and is not addressing the problem to solve. He commented that testing and characterization would require comparing against mono modes, and some proposed requirements would be even below AMR-WB. He noted that the proposed complexity limit is 20 WMOPS for LC, when AMR-WB is about 40 WMOPS.

Mr. Stefan Bruhn (Dolby) motivated the LC mode with conferencing use cases, and he stated that it could operate at 24 kbit/s or higher. He stated that the WID does not say that new mono modes are not excluded, and new modes are well motivated for the conferencing use case. He also stated that it would be unlikely to see that all terminals would provide spatial upstreams and often upstreams would be just mono.
Mr. Atti Venkatraman (Qualcomm) asked what was the justification for new mono LC modes at 10 or 20 WMOPS. Mr. Stefan Bruhn (Dolby) motivated them with use cases, noting that there may be different views on the importance of use cases. Mr. Atti Venkatraman (Qualcomm) stated that the conferencing use case is handled as part of MMCMH MSMTSI. He stated that some of the things being resolved with the new codec are part of MMCMH. He did not think that taking part of MTSI and making new codec would be useful to industry. Mr. Stefan Bruhn (Dolby) stated that MMCMH provides various tools that can be used, but one has to see if in reality this is happening; he stated that currently conferencing is based on large-scale conferencing bridges, which also connect G.711, Opus, the world outside 3GPP.
Mr. Atti Venkatraman (Qualcomm) stated that this would solve the problem and he noted that users don't use a given codec, noting there could also be calls with EVRC-WB. Mr. Stefan Bruhn (Dolby) stated that this makes conferencing more scalable, and one cannot solve conferencing use case with principles outlined in MMCMH. He highlighted that there will be conference bridges, mixing in such bridges, if there are inputs from EVRC-WB, one would decode and mix them in PCM domain. He stated that the more input streams one can efficiently mix, the better it is.
Mr. Stefan Bruhn (Dolby) stated that server-based mixing is needed, and this is enabled by as low complexity as possible; he added that mixing at EVS complexity is possible but much more expensive and it will not be able to accommodate as many users.
Mr. Atti Venkatraman (Qualcomm) stated that complexity is secondary topic, and the question is the use case to motivate spatial conferencing. Mr. Stefan Bruhn (Dolby) commented that, from actual operation in field, there is evidence that LC modes solve a problem, and he indicated that Dolby is operating conferencing services with Dolby Voice, which provide a huge advantage while supporting inputs from codecs like G.711 up to Opus. Mr. Atti Venkatraman (Qualcomm) noted that there are other services like Skype, etc. which often use the same unique proprietary codec. Mr. Stefan Bruhn (Dolby) clarified that Dolby Voice is not controlled in that way as inputs are allowed from users using Skype or Opus or G.711.

Mr. Yutaka Kamamoto (NTT) stated that in Japan EVS is already deployed and they preferred using EVS as it is. He commented that users can join IVAS from EVS, but EVS UEs are deployed, and he asked why make a new mono codec.
Mr. Stefan Bruhn (Dolby) stated that by the time IVAS will be deployed there would be many EVS phones, so EVS has to be supported. He added that for the telephony service a terminal supporting only EVS or IVAS would operate EVS, and in a conference scenario a terminal supporting only supporting EVS will connect with EVS. He did not see any conflict but there would be gains if more terminals support IVAS, to connect to conferencing service. He stated that there would be gains because the server could be done more efficiently.
Mr. Atti Venkatraman (Qualcomm) commented on the proposed complexity of LC modes where the memory footprint is close to G.719. He stated that the proposal is not following quality requirements envisioned for immersive services, where EVS at 16.4 is nwt G.719 at 48, but at those complexity level may have quality but spending 3x bit rate. He stated that one would waste a lot of bit rate, which could be a problem for the industry.

Mr. Stefan Bruhn (Dolby) stated that the tradeoff for a telecom operator is between telephony with 2-party operation with HE modes and large-scale conferencing services with LC modes. He stated that an operator may charge for supplementary services and it may be justified to operate at higher bit rates than HE. It noted that this would require higher bit rates but the gain would be to have cost-efficient conferencing bridges, and LC modes would give an option for an operator to make business around conferencing. Mr. Atti Venkatraman (Qualcomm) stated that this would not be cost efficient. Mr. Stefan Bruhn (Ericsson) stated that this depends on volume, when one compares the conferencing use case to 2-party telephony. Mr. Atti Venkatraman (Qualcomm) explained that operators would create a pipe with more bandwidth. Mr. Stefan Bruhn (Dolby) stated that cost is not just bandwidth on radio, but infrastructure cost for conferencing. Mr. Atti Venkatraman (Qualcomm) stated that operator can have bridges but it is more costly to provide cells than CPU. Mr. Stefan Bruhn (Dolby) stated that for the MGW business complexity and memory footprint are important factors, and a difference of 4X memory footprint is important.

Mr. Jon Gibbs (Huawei) commented that mono LC modes would be an independent part of IVAS, and he noted that memory is specified there for mono LC mode with independent complexity from the rest of IVAS. Mr. Stefan Bruhn (Dolby) clarified that in a terminal one would put all figures together, but not when implementing this in conferencing services, and might be a reason to distinguish complexity cases. Mr. Atti Venkatraman (Qualcomm) did not understand why it would be ok to have 4X memory in terminals but not in bridges. Mr. Stefan Bruhn (Dolby) stated that for terminals have limitations, noting that low cost terminals may not support HOA inputs. He added that there are different tradeoffs and invited not to neglect cost on infrastructure side for conferencing and MGW. Mr. Atti Venkatraman (Qualcomm) stated that the design constraint should be on the whole memory footprint of IVAS.
The EVS SWG Chairman asked what would be the way forward for the proposal on mono and operational profiles targeting various platforms motivated by complexity.
Mr. Stefan Bruhn (Dolby) stated that on mono, Dolby is not opposed to using EVS in telephony when terminal only supports mono, and the WID even supported having completely new mono modes, which are not bit-exact. He was open for telephony to have mono operation that uses bit-exact EVS mono. He added that Dolby also motivated the conferencing use case that requires LC modes even in mono, and the proposal was to not exclude such modes. He commented on profiles, stating that this is a completely separate discussion, which may be addressed in non-technical groups.

Mr. Hiroyuki Ehara (Panasonic) was confused about profiling and mode separation, if motivated by device capability. He stated that the HE feature may have more priority in some case while LC may have more priority in other case, and noted that the bit rate range is different for HE and LC, so there can be no interoperability between these modes, which sounds like defining profiles. Mr. Stefan Bruhn (Dolby) invited the group to check the minimum complexity a terminal must support; he had no intention to propose a profile for very low cost terminals that would only allow LC modes. 
The EVS SWG Chairman invited to consider the proposal from Huawei, Panasonic, and NTT on interoperability. He noted that backward interoperability was different in S4-180143.

Mr. Stéphane Ragot (Orange) stated that NB and FB bandwidth are missing for EVS mono, and he recalled that if one does not want to reopen the discussion on EVS SDP configurations and usage, NB should be included and one needs to see if FB needs to be profiled out.  He also asked to clarify what should be the lowest bit rate for stereo or spatial as there was no feasibility showing sufficient quality can be provided at such minimum bit rates. Mr. Stefan Bruhn (Dolby) clarified that the bit rate range should start in brackets and this was something for discussion; he acknowledged that there was no evidence that this is feasible at the proposed minimum bit rates. He clarified, for the audio bandwidth; the proposal was based on the agreed IVAS-4, which did not include NB. 
The EVS SWG Chairman invited discussions offline.
Conclusion:

S4-180143 was noted.
Later, Mr. Jon Gibbs projected a revision of a working document merging proposals from S4-170083 and S4-180088.
Mr. Stefan Bruhn (Dolby) noted that the general concept of embeddeness for stereo or spatial can be a common ground; he asked not to require EVS bit-exact mono processing, otherwise this would exclude LC mono operation. Mr. Atti Venkatraman (Qualcomm) asked to define LC modes; he emphasized that IVAS is an immersive codec and the group was spending too much time discussing mono operation. He stated that EVS is deployed and the next step is to take quality at the next level and not to develop new mono modes, which would hurt IVAS.
Mr. Lasse Laaksonen (Nokia) explained that, in MASA spatial format, metadata brings spatial part and stereo part could be in some cases implemented in an embedded way, to go from mono to stereo to spatial in embedded way
Mr. Stéphane Ragot (Orange) supported requiring the full EVS algorithm to be reused and he asked to consider the missing support for NB.
Mr. Jon Gibbs (Huawei) invited to compromise, by stating that reusing the full EVS bit-exact codec does not preclude additional mono modes. Mr. Takehiro Moriya (NTT) stated that if the new codec is significantly beneficial to EVS, this could be agreed, but he wanted to avoid inventing new similar wheels, to avoid standardization for standardization, and to focus on the immersive part. Mr. Stefan Bruhn (Dolby) clarified that mono operation is not the target for IVAS but from conference system operation one could expect that upstreams be in mono.

This working document was further discussed offline.
Later, the IVAS-4 Editor explained that, although there was some progress in offline discussions, at some point discussions hit a roadblock and there will not be an agreement at this meeting on interoperability and mono modes. Mr. Stefan Bruhn (Dolby) noted that there are 2 extreme positions: one extreme is to have EVS bit-stream interop with all EVS in bit-exact form, and another extreme is to have the possibility to include additional mono modes. He invited to work on use cases and requirements based on use cases. The EVS SWG Chairman summarized that this discussion would be addressed in the next SA4 meeting.
Mr. Jon Gibbs (Huawei) presented S4-180265 IVAS Design Constraints (IVAS-4) v0.0.3, from Editor (Huawei)
This includes the new text on formats from S4-180264.
Comments/questions:

None.

Conclusion:

S4-180265 was agreed.

6 FS_EVS_FCNBE (EVS Float Conformance Non Bit-Exact)
Mr. Fabrice Plante presented S4-180061 Pseudo CR to 26.843, from Intel, Fraunhofer IIS, Apple, Qualcomm Incorporated
Comments / questions:

The EVS SWG Chairman stated that this pCR reflects the conclusions of the conference calls, and he asked if the pCR could be agreed.

Mr. Tomas Toftgard (Ericsson) noted that when changing WSNR to SNR there was a figure in TR with the threshold for WSNR; he suggested updating this figure. Mr. Fabrice Plante (Intel) clarified that WSNR is used in figure X.2 in section 5.2.5 and there is no need to change the threshold in table X.3 because the threshold is not changed.
Mr. Fabrice Plante (Intel) stated that one sentence in the pCR will be changed (below table 5, 0.05% in current code and not 0.5%). Further editorial changes were also suggested in one sentence (results, changes).

The EVS SWG Chairman stated that the additional modifications would be done in another pCR.

Conclusion:

S4-180061 was agreed. The EVS SWG Chairman stated that this pCR reflects the conclusions of the conference calls, and additional corrections would be done in a new pCR.

Mr. Atti Venkatraman presented S4-180154 Example case studies for FS_EVS_FCNBE, from Qualcomm Incorporated
Comments / questions:

The EVS SWG Chairman indicated that this document is to bring additional new numbers, with no change to existing numbers. He asked if this document could be agreed.
Mr. Tomas Toftgard (Ericsson) commented on the 95 percentile, which was below average. Mr. Atti Venkatraman (Qualcomm) stated that the distribution was special with few spurious values.
Conclusion:

S4-180154 was agreed. The FS_EVS_FNCBE Rapporteur was invited to implement this pCR.
Mr. Fabrice Plante presented S4-180059 Detailed Decoder Results, from Intel, Fraunhofer IIS, Apple
Comments / questions:

· On results (clauses 1 to 4 and 7):
The EVS SWG Chairman noted a typo in section 4.3 (Ratio_RMSfarmsspassing -> Ratio_RMSframespassing). 

Mr. Jon Gibbs (Huawei) stated that proposals are if nothing is related to POLQA or and if there is no conclusion about the suitability of POLQA.
Mr. Atti Venkatraman (Qualcomm) requested to rename the experiment in section  5.1 because this was experiment D with another change. Mr. Fabrice Plante (Intel) stated that the plan was not to include 5.1, and he proposed to include 5.2.
Mr. Tomas Toftgard (Ericsson) asked to clarify the meaning of "global minimum of frames".
· On POLQA (clause 6):

Mr. Jon Gibbs (Huawei) stated that close POLQA scores do not mean a lot, and using similarity of POLQA scores as metric to show POLQA is suitable will make a fuzzy feeling and does not mean a lot. Mr. David Singer (Apple) stated that what is needed is a method for pass/fail that gives discrimination. Mr. Markus Multrus (Fraunhofer) recalled that POLQA was proposed assuming one takes the code as it is, and just put it in a compiler. Mr. Jon Gibbs (Huawei) stated that this is not so straightforward.
The EVS SWG Chairman noted that only section 6 is for discussion only, and it is not impacting the TR.
Conclusion:
S4-180059 was noted.
The EVS SWG Chairman invited the sources to produce a pCR, noting that the group cannot agree on this document because it includes section 6, which is for discussion.

Mr. Jon Gibbs presented S4-180089 On the Suitability of Rec ITU-T P.863 (POLQA) for EVS Floating Point Conformance, from Huawei Technologies Co. Ltd., Qualcomm Incorporated
Comments / questions:

The SA4 Secretary explained that ITU-T will approve a new version to extend P.863 to fullband but this does not change what SA4 is doing.

Mr. Stéphane Ragot (Orange) stated that some of the arguments on POLQA are correct (e.g. individual deviations of scores or cost to use) and POLQA is not a magical black box; he added that it is useful for quality monitoring purposes, and it is even used in 3GPP for acoustic testing. He noted that some issues may be addressed with the new version expected soon. He also noted that this contribution is raising problems, and he suggested investigating complementary approaches for instance allowing to force specific codec mode combinations to facilitate conformance, using tools like signal metrics (SNR, etc.) and other tools like PEAQ for music.
Mr. Jon Gibbs (Huawei) did not undermine POLQA usage for acoustic testing, where the codec is fixed and consequences of failure are not disastrous. He stated that floating-point conformance could result in significant issues with deployments that are incompatible. Mr. Peter Isberg (Sony) clarified that for acoustic testing delta POLQA is used to detect packet losses for JBM, POLQA was not used with quality prediction of terminals.
Mr. Fabrice Plante (Intel) recalled that there is an annex in the TR showing limitations of POLQA. He emphasized that lots of test were run with lots of compiler, and POLQA is helping to find bugs and flagging wrong compilations, and it is a good tool for interoperability testing. He disagreed not to use POLQA at all, noting that all results have shown potential issues were detected. He commented that the question is whether POLQA is sufficient. He stated that there was no evidence that POLQA is useless, and all results on POLQA are useful.
Mr. Jon Gibbs (Huawei) commented on the reliability to uncover implementation issues, and he stated that only 4-5 compilers have been tried 4 or 5. He said that this may give 80% confidence on POLQA, but one cannot extrapolate to all compilers and compiler options. He highlighted that the goal is to have a conformance process with high confidence that it will catch all failures.
Mr. David Singer (Apple) stated that the industry needs better test than POLQA, which is not a multivendor interoperable specification, but this is not in the scope of the work item. He was fine documenting that POLQA is used in a different case than what is it for, but he did not support using the work item for critics. He stated that the problem is whether POLQA can be discriminating. He invited to check more compilers, and assumed that if an engineer wrongly optimized a code portion the conformance would show implementation correctly fails. He added that the proof is in eating and noted that there was so far no good implementation that failed the test. He suggested checking things to get the encoder to have wrong behaviors and see if the tool is discriminating.
Mr. Tomas Toftgard (Ericsson) stated that one needs to be comfortable that a good implementation would pass. He added that there was an example with the clearly audible difference that could be detected, and that there could also be smaller difference. He commented that one did not see the proof that the POLQA tool can detect when a good implementation is close to a bad one.
Mr. Jon Gibbs (Huawei) stated that it is not clear what POLQA is throwing away and he referred to the example provided by Qualcomm. Mr. Jon Gibbs (Huawei) added that the impact of compiler options is not known and an objective measure truly reflecting subjective quality is not needed because it does not matter if a difference is perceived or not. Mr. David Singer (Apple) supported adding a second rank test.
Mr. Jon Gibbs (Huawei) stated that the situation is different for the decoder tool, which is based on signal measures and relies on the difference between the reference codec and test codec. He suggested adding a spectral distortion measure to the encoder tool.

Mr. Markus Multrus (Fraunhofer) stated that problems come from the fact the encoder takes decision between modes. Mr. Jon Gibbs (Huawei) noted that different decisions can lead to different encoding paths, and he commented on the difference between subjective scores and POLQA, noting that single audio files should be used for POLQA, which is not a full subjective, test condition.

Mr. Fabrice Plante (Intel) supported adding a new method to the encoder tool.

Mr. Milan Jelinek (VoiceAge) asked if POLQA is the only measure for conformance of encoder. He suggested complementing POLQA by checking parameters, by fabricating a bit-exact decoder that outputs statistics on parameters and checking statistics. M. Markus Multrus (Fraunhofer) was open to checking statistics, but he indicated that 50% between ACELP and MDCT could also be misleading because numbers could be the same but output could be different if the mode decision is swapped. Mr. Milan Jelinek (VoiceAge) complemented with the comment that he would see those parameter statistics to be related to corresponding frames.
Mr. Dave Singer (Apple) invited to convert the study to engineering, check if discrimination is correct, if not check how to fix it. He highlighted that the study did not find false negatives so far.

Mr. Jon Gibbs (Huawei) commented that one does not know what signals are taken into account in POLQA but POLQA is not checking what happens in a band, and using spectral distortion on full band would give confidence to catch such signal errors.
Mr. Stéphane Ragot (Orange) suggested as a way forward to complement POLQA by adding signal metrics and forcing the encoder with specific coding mode combinations. 

It was noted that figures from P.863 couldn’t be included in the TR due to copyright issues.

Mr. Markus Multrus (Fraunhofer) stated that the arguments do not relate to the way POLQA is used. Mr. Jon Gibbs (Huawei) clarified that the contribution is to provide an alternative view to the 'sales pitch' of POLQA.

Mr. Fabrice Plante (Intel) stated that the TR does not state that POLQA is perfect and it just documents that there is a proposed test based on POLQA. Mr. Jon Gibbs (Huawei) requested some additional tests to improve performance and confidence.
Mr. David Singer (Apple) stated that it is not useful to have long critic of POLQA. Mr. Jon Gibbs (Huawei) clarified that the contribution is derived from Annex I of P.863.

The EVS SWG Chairman invited the sources to produce a pCR. Mr. Fabrice Plante (Intel) recalled that for floating-point conformance POLQA was always on the table, and he invited to try the proposed distortion measure. He added that the POLQA gives some level of confidence, and if the new proposal for an additional method can cover everything, then POLQA would not be needed. He emphasized that POLQA is what the group has with some level of confidence, and he still thought the POLQA method had some value and preferred to keep it.
Conclusion:

S4-180089 was revised to S4-180270.
Later, Mr. Jon Gibbs (Huawei) projected a working document editing S4-180089 to soften the language in this document, removing diagrams from Appendix I. Offline discussions were invited and the draft revision of S4-180089 was allocated to S4-180270.
S4-180270 On the Suitability of Rec ITU-T P.863 (POLQA) for EVS Floating Point Conformance (revision of S4-180089), from Huawei Technologies Co., Ltd, Qualcomm Incorporated was agreed.
Mr. Atti Venkatraman presented S4-180151 FS_EVS_FCNBE - On Interoperability Testing, from Qualcomm Incorporated
Comments / questions:

Mr. Fabrice Plante (Intel) stated that it is the good time to start looking at interoperability. He stated that the conformance currently verifies that the decoder is conformant with FL and FX, so interoperability is already checked. However, he pointed out that the FL encoder is not tested against current reference FL decoder.
Mr. Atti Venkatraman (Qualcomm) stated that there are many FL compilers, and if there is an open issue in field he asked who would have the responsibility to fix it. Mr. Fabrice Plante (Intel) stated that to resolve such an issue with 2 different non-interoperable implementations, one would check the encoder and decoder by going back to the reference codec and check, which one is creating the problem with the reference. Mr. Atti Venkatraman (Qualcomm) referred to figure 3 and asked, assuming FL 1 is compatible to FX, FL2 is compatible to FX, how one can verify FL1 is compatible to FL2. He stated that delta POLQA could be 0.01, and as compilers are often proprietary one cannot verify issues in fields, so the question is who will fix issues.
Mr. Markus Multrus (Fraunhofer) stated that in the history of AAC encoders / decoders there was no issues with compilers, and if there was a problem is either due to the specification text was not correct or a mistake in the implementation. Mr. Atti Venkatraman (Qualcomm) stated that MPEG is decoder only. Mr. Markus Multrus (Fraunhofer) commented that Fraunhofer is also licensing encoders and he did not see any difference with MPEG where everybody can write its own encoder.
Mr. Fabrice Plante (Intel) gave the example of company A having a bit-exact implementation and company B having another implementation, and he stated that the high level of confidence is based on test vectors.

Mr. Stéphane Ragot (Orange) noted that even for fixed-point the level of confidence cannot be 100% because the coverage in terms of code, tables, codec state is not 100%.

Mr. Fabrice Plante (Intel) stated that if an issue is found in the field one would compare with the reference code, and he asked what would be the reference (FL or FX). He noted that currently in 26.444 the fixed-point code is always the reference code. He added that POLQA verification is also important even if it is not sufficient. He proposed to include part of this contribution (first 2 paragraphs and figures) and adding an editor's note to address how to solve an issue in the field. 
The EVS SWG Chairman invited to produce text offline in a pCR.

Conclusion:

S4-180151 was revised to S4-180291.
Later, a draft revision of S4-180151 proposed by Intel and Fraunhofer was projected. After some online editing, this document was produced as S4-180291 FS_EVS_FCNBE - On Interoperability Testing (revision of S4-180151), from Intel, Fraunhofer IIS, Qualcomm Incorporated which was agreed.
Mr. Fabrice Plante presented S4-180060 FCNBE Time plan v0.5, from Rapporteur (Intel)
Comments / questions:
Mr. Fabrice Plante (Intel) proposed to have one telco in March to review open questions.

It was agreed to have the call on Friday March 9, 17:00-19:00 CET (deadline for contribution: Thursday March 8, 17:00 CET, host: Intel).
Later, during the meeting, this document was reopened and it was decided to remove the line to have the TR sent to SA for information.
Conclusion:

S4-180060 was revised to S4-180263 (v0.6).
S4-180263 FCNBE Time plan v0.6, from Rapporteur (Intel) was agreed without presentation.
Mr. Fabrice Plante presented a draft version of S4-180245 pCR 26.843: Additional changes, from Intel, Fraunhofer IIS
Comments / questions:
It was clarified that this document includes changes from S4-180059, S4-180270, S4-180291, S4-180154.
Conclusion:

S4-180245 was agreed.
The EVS SWG Chairman summarized that pCRs in S4-180061 and S4-180245 are agreed and will be included in the new TR version. The revised TR was allocated to S4-170262 (v0.0.4) and left to be forwarded to SA4 plenary.
The EVS SWG Chairman asked if the TR would be ready to be sent for information, with 60% completion.

Mr. Stéphane Ragot (Orange) stated that there would be no risk in removing brackets because the TR documents results with no conclusions. Mr. Jon Gibbs (Huawei) stated that the decoder conformance is quite stable but the encoder conformance needs more work, and he felt that the TR was not complete. The EVS SWG Chairman stated that new methods are needed, he suggested removing brackets around text related to decoder. 

A draft version of S4-180262 Draft TR 26.843 Study on non bit-exact conformance criteria and tools for floating-point EVS codec v.0.0.4, from Rapporteur (Intel) was reviewed online to remove brackets around subsections. 

Conclusion:

The final version of S4-180262 was left to be sent to SA4 closing plenary.

It was agreed not to send the TR to TSG SA for information at this meeting.

7 FS_BASOP (Update to fixed-point basic operators)
S4-180022 pCR TR 26.973: Test Methodology for validating the extended basic operators, from Cadence Design Systems Inc., VoiceAge Corporation was revised to S4-180058.

Mr. Gerard Andrews presented S4-180058 pCR 26.973: Test Methodology for validating the extended basic operators, from Cadence Design Systems Inc., VoiceAge Corporation
Complete results are in the attached XLS file.

Comments / questions:

It was noted that the Mpy_32_16 example is in change1, few typos are fixed in change 2, change 3 is an illustration, change 4 is the removal of comment, and change 5 is editorial.
Mr. Hans Gierlich (Head Acoustics) asked to refer to STL (Software Tool Library) and properly cite STL. It was clarified that the STL definition and reference was already in the TR, but some references could also be inserted in the TR text (e.g. introduction, section 4.2.1).
Mr. Milan Jelinek (VoiceAge) proposed to accept changes and he suggested ZIP file be attached to the TR, as there is also the crosscheck framework.
The EVS SWG Chairman asked if this could be agreed. Answer: yes.
The EVS SWG Chairman invited to check whether the reference to STL is properly used.

Conclusion:

S4-180058 was agreed.

It was clarified that no additional pCR would be necessary to implement references to ST and what was important was the TR with the diff version to the exiting TR. Mr. Milan Jelinek (VoiceAge) stated that, if conclusions can be agreed, the TR would be finalized at this meeting for approval at SA.
Mr. Imre Varga presented a draft version of S4-180164 pCR 26.973: Conclusions of TR 26.973, from Cadence Design Systems Inc., VoiceAge Corporation
Comments / questions:

Mr. Fabrice Plante (Intel) noted that this study item proposed an extension of basop with STL2017, he asked if an implication would be that 3GPP will be using STL2017 for development of any codec. The EVS SWG Chairman stated that this was not in the scope of the study item (limited to the extension of basop and the alternative implementation).
Mr. Gerard Andrews (Cadence) stated that the motivation for developing a new set of basop was to take advantage of dsp architectures. He added that for an existing or new codec, one can use SIMD or VLIW to take advantage of STL2017, and one would not go back to STL2005 which was based on DSP architectures from 1992. Mr. Jon Gibbs (Huawei) stated that it would be silly to go and turn the clock back and use the older STL.
The EVS SWG Chairman stated that there was support to say that every new codec development in 3GPP is recommended to use this STL. Online editing took place to add this text, "so that the new set of basic operators will be available for future codec standardization"
Conclusion:
S4-180164 was agreed.

Mr. Milan Jelinek (VoiceAge) was tasked to include this document in the TR 26.973.
Mr. Milan Jelinek presented S4-180242 Draft TR 26.973 v. 1.1.0, from Cadence Design Systems Inc., VoiceAge Corporation
Comments / questions:

· Cover sheet:
No comments.
· TR:
The SA4 Secretary noted that the version should not be 1.0.0. He made comments on formal editorial issues: incorrect styles for figures (e.g. all figures with style normal instead of style TH = Table Title Figure Header format), extra lines and capital letters in section titles, incorrect style for all bullet points.

The EVS SWG Chairman requested to harmonize 'fixed-point' vs. 'fixed point'.

Conclusion:

S4-180242 (1.1.0) was revised to S4-180246 (1.2.0).

S4-180246 Draft TR 26.973 v. 1.2.0, from Cadence Design Systems Inc., VoiceAge Corporation was agreed without presentation.

This will be in A.I. 18.8.
The EVS SWG Chairman noted that the FS_BASOP study item was completed. He invited to upload the new set of basops to github and send an LS from the April meeting because ITU-T SG12 would meet in May. The SA4 Secretary clarified that the LS should go to Q.2/12 and the code will be screened by Ludovic Malfait (Dolby), to decide whether it goes in folder of github.
Mr. Jon Gibbs (Huawei) suggested putting the TR in github. The SA4 Secretary noted that there would be a copyright issue. It was suggested to provide a link to the TR.
Mr. Milan Jelinek (VoiceAge) committed to contact Ludovic Malfait. The EVS SWG Chairman suggested communicating that the formal LS is planned in April 2018, and one wants to check the timing for the upload to github. Mr. Milan Jelinek (VoiceAge) suggested that the draft WID would also be provided in April. The EVS SWG Chairman stated that this was up to proponents.
8 New Work / New Work Items and Study Items

No Tdoc in this A.I.
9 Any Other business
None.
10 Close of the session: February 8, 12:53 (local time)
The EVS SWG Chairman closed the meeting. 
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	7.7
	S4-180058
	Revised
	

	S4-180027
	Draft EVS SWG Agenda
	Qualcomm Austria RFFE GmbH
	7
	S4-180266
	Revised
	

	S4-180028
	Received Declarations in IVAS Standardization
	Qualcomm Austria RFFE GmbH
	7.5
	
	Noted
	

	S4-180059
	FCNBE Additional Results
	Intel, Fraunhofer IIS, Apple
	7.6
	
	Noted
	

	S4-180060
	FCNBE Time plan v0.5
	Rapporteur (Intel)
	7.6
	S4-180263
	Revised
	

	S4-180083
	Proposal for IVAS-4 (design constraints) concerning the interoperability with EVS codec
	Panasonic Corporation, NTT
	7.5
	
	Noted
	

	S4-180087
	On IVAS audio formats for mobile capture devices
	Nokia Corporation
	7.5
	S4-180264
	Revised
	

	S4-180088
	The Relationship of the IVAS Codec to EVS
	HuaWei Technologies Co., Ltd
	7.5
	
	Noted
	

	S4-180089
	On the Suitability of Rec ITU-T P.863 (POLQA) for EVS Floating Point Conformance
	Huawei Technologies Co., Ltd, Qualcomm Incorporated
	7.6
	S4-180270
	Revised
	

	S4-180143
	Use case specific IVAS design constraints
	Dolby Laboratories Inc.
	7.5
	
	Noted
	

	S4-180151
	FS_EVS_FCNBE - On Interoperability Testing
	Qualcomm Incorporated
	7.6
	S4-180291
	Revised
	

	S4-180242
	Draft TR 26.973 v. 1.1.0
	Cadence Design Systems Inc., VoiceAge Corporation
	7.7
	S4-180246
	Revised
	


B.4 Documents forwarded to SA4 plenary (not seen in EVS SWG)

	Tdoc number
	Title
	Source
	SWG A.I.
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary

	S4-180262
	Draft TR 26.843 Study on non bit-exact conformance criteria and tools for floating-point EVS codec v.0.0.4
	Rapporteur (Intel)
	7.6, 18.7
	
	Not seen
	18.7
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Fabian Küch, Fraunhofer IIS; Fabrice Plante, Intel; Frans de Bont, Philips; Gerard Andrews, Cadence; Hao Yuan, ZTE; Hiroyuki Ehara, Panasonic; Imre Varga, QUALCOMM; Jacek Stachurski, DTS/XPERI; Jan Plogsties, Fraunhofer IIS; Jon Gibbs, Huawei Technologies; Lasse Laaksonen, NOKIA Corporation; Liu Zexin, Huawei; Markus Multrus, Fraunhofer IIS; Michael Eckert, Dolby Laboratories; Milan Jelinek, VoiceAge Corporation; Noboru Harada, NTT; Paolo Usai, ETSI; Peter Isberg, Sony Mobile Communications; Sang Bae Chon, WILUS; Stefan Bruhn, Dolby Laboratories; Stephane Ragot, Orange; Takehiro Moriya, NTT; Ted Laverty, DTS/XPERI; Tomas Toftgård, Ericsson; Yutaka Kamamoto, NTT; Venkatraman Atti, Qualcomm; Walter Nestler, Rohde & Schwarz.
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