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**********************  START OF CHANGE   **********************

4.3
Viewport-related QoE aspects

4.3.1
Introduction
From the user point of view, one of the main differences between normal 2D video streaming and VR video streaming is the notion of a viewport. Instead of always seeing the complete video, the user only sees a cropped part of the video, the viewport, depending on the direction of the device. 
The resulting impairments and quality experience will vary depending on content authoring strategy, the client rendering strategy, and any network impact. The following clauses show some (non-exhaustive and simplified) examples of possible delivery scenarios and resulting impairment types. Note that while the viewport also affects audio, no audio aspects are included in the examples. 
The examples should not be seen as any endorsement of specific authoring or delivery technology, they only illustrate some possible impairments as seen from the user point of view. Also, for the sake of simplicity, all examples are drawn with square regions, but in practice regions can have different shapes and also do not need to have clear quality boundaries. Any spatial distortion due to the mapping into spherical rendering is also not considered.
4.3.2
Single stream region-independent coding
In this scenario the content is encoded with the same resolution and quality settings over the complete 360 content, and delivered as a single stream. The client decodes the complete stream but shows only the cropped part corresponding to the viewport (the red rectangle).


[image: image1]
In the example above the user moves the viewport from left to right, but as the encoding is the same for any viewport, this scenario is very similar to the 2D case. The main additional impairments would likely be related to projection artifacts and any device-internal rendering delay.

4.3.3
Single stream region-dependent encoding
The content is encoded with emphasis on one or more regions, where the content producer believes that most users will direct their viewport. Thus the resolution and/or coding quality is higher for selected parts of the spatial area, corresponding to these regions. The video is still delivered as one single 360 stream, and the client decodes and shows a cropped part corresponding to the viewport.


[image: image2]
In the example above, two emphasized regions are defined (dark grey), and the user moves the viewport from left to right. For all three viewports the average viewport quality is the same (i.e. 50% high quality and 50% low quality), but it is likely that the quality in the central part of the viewport has largest importance for the user. Thus you would expect viewport #1 to be experienced as best, and viewport #3 as worst.

4.3.4
Multiple stream region-dependent encoding
Multiple streams can be used, each emphasizing a given region. The receiver selects to download and render the stream which emphasized region best corresponds to the actual viewport.
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In the example above, stream #1 and stream #2 have 25% overlapping region-optimized encoding, and when reaching viewport #3 the receiver decides to switch to stream #2. Thus while turning the head between viewport #2 and #3, the user will see an instant change of quality for the left part (going high to low) and right part (going low to high) of the viewport. 

Note that the average viewport quality is the same for viewport #2 and #3 (i.e. ~67% high quality and ~33% low quality) but the dynamic effect of switching between them is probably clearly visible. If the user moves his head back and forth between viewport #2 and #3, and the receiver selects to switch streams, such quality changes can likely be rather annoying.

4.3.5
Region-based encoding, simple head movement

With region-based encoding the client typically fetches viewport regions with high quality, while using low-quality regions for the backround around the viewport (or even for the complete 360). The figures below (left and right) illustrate two variants of a simple head movement.
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On the left side, the head movement is aligned with the regions, while on the right side it is moved a small bit into the next region column, and also a bit downward. In both cases the main impairment is the visible delay before high-quality versions of the new viewport regoins have been fetched and rendered. 

In the example it likely takes a bit longer to update the right scenario (nine regions instead of two), but due to the minimal viewport coverage of the seven outer regions, the user is unlikely to note any quality difference between the left and right scenario after the update of the first two regions. Thus although the final update delay probably is different, the experienced quality might be the same.

Note that the client could in principle instead decide to skip updating the seven outer regions due to their minimal viewport coverage. Alternatively, the client could decide to update them, but use an intermediate quality level instead of the highest quality, resulting in the example below.
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4.3.6
Region-based encoding, complex head movements

In practice, a user might move his head in more complex patterns, with continous movements of varying speed. During these movements the region update times will likely vary depending on network conditions etc. The example below shows a possible scenario, where the update most of the time lags somewhat compared to the current viewport at any given time.
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4.3.7
Summary


The shown examples form only a small subset of many possible scenarios, but they still illustrate that the viewport-related interaction between the user, the client, and the server is complex, and the final impact on the end-user quality will depend on many factors.

This interaction and it's principal effect on the perceived quality needs to be understood. The interaction also needs to be mapped into a reference architecture, identifying what information (for instance regarding the viewport) that might be available at different sub-parts of the system. 

Note that QoE metrics as such need not map perfectly to the perceived end-user quality, as this is a much wider task usually handled by ITU-T with extensive subjective tests, and advanced quality models. However, QoE metrics should be designed in such a way that they will be able to characterize typical impairments in a consistent, discriminative and meaningful way.  
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