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1. Introduction
The IVAS codec WID [1] calls for a solution to handle encoding/decoding/rendering of speech, music and generic sound. In particular, this solution is “expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including spatial information about the sound field and sound sources”.

The IVAS codec Design Constraints [2] on audio formats furthermore notes (in square brackets) that it “will be necessary to specify how capture/presentations could be achieved in mobile communications”.

This contribution discusses mobile device capture of immersive sound fields for use cases relating to user-generated content and mobile communications and the corresponding input formats most suitable for the IVAS codec. The contribution describes challenges and quality implications of transforming the audio captured by a practical multi-microphone mobile device into a format enabling consumption and encoding. The source proposes an update of the IVAS Design Constraints based on a listening test comparing spatial audio captured by multi-microphone mobile device systems and transformed into two alternative input formats: first-order ambisonics (FOA) and metadata-assisted spatial audio (MASA).
2. Immersive audio capture with mobile devices
While many immersive audio use cases, e.g., immersive voice calls and VR, still largely remain on the horizon, the first 3GPP devices capable of immersive audio capture have been available already for some time. Several manufacturers have released mobile devices in this category since the early 2014 market introduction of three-microphone spatial capture. The source believes that the growing interest in immersive audio capture will continue. This will help to improve audio-visual content creation both in VR and traditional video domain as well as drive the evolution of communications. This development suggests a market need for the IVAS codec for robust delivery of immersive audio content, but at the same time it places certain market requirements for the codec to enjoy a successful deployment.

Years of experience have proven that microphone placement on mobile devices is to a significant extent dictated by requirements that do not stem from optimizing acoustic design. It is instead industrial design and other non-audio requirements (e.g., screen size) that create constraints for the acoustic design, and therefore also drive the microphone placement. Depending on device form factor evolution, and potentially form factor proliferation (e.g., wearable form factors, comeback of clamshell phones, etc.), common microphone constellations can significantly vary over time.

Additional considerations such as device price point will furthermore affect at least the number of microphones on a typical device. Ideally, immersive audio capture can be supported at all price points. This suggests we can expect for the three-microphone approach (as the most affordable immersive capture solution) to remain important in the market for a long time.

It is to be understood that three-microphone capture of the scene allows a horizontal spatial audio reproduction in various output formats (e.g., 5.1 loudspeaker presentation has been commonly supported), and fully immersive audio capture including also elevation reproduction is enabled with four or more microphones.

The IVAS Design Constraints [2] currently state the following regarding audio formats:

	Audio Formats


	The IVAS codec shall support the following [input] formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]


It is well known that scene-based audio (e.g., carried as FOA) can be obtained linearly from a class of multi-microphone devices on the market. One such type is a spherical microphone array with a dense set of microphones. Another example is a B-format microphone consisting of four first-order microphones from which the FOA signal can be linearly generated. 

However, with most practical devices, due to the limitations in the microphone directivity, or microphone number and their spatial distribution, producing a satisfactory FOA (or HOA) signal by traditional linear means is not feasible. This problem is pronounced for highly irregular microphone array configurations such as those on typical mobile devices. In other words, with such devices, the only option to obtain FOA (or HOA) signal is to synthesize it using highly non-linear or adaptive methods. Transformation from a mobile capture device signals to ambisonics as a codec input format however introduces additional computational complexity and latency, and can result in quality degradations prior to any encoding of the signals. 

The above applies also for using channel-based formats (e.g., surround sound with or without height channels) as a codec input format from a mobile capture device. With dense spherical microphone arrays it is possible to linearly generate beam patterns that are spatially selective enough for generating signals for typical surround loudspeaker configurations. For most practical devices, the microphone array is either too sparse to generate beam patterns at high frequencies (spatial aliasing), or the device is too small or too thin to generate beam patterns with a sufficient SNR at low frequencies. Thus, obtaining a channel-based surround sound signal representation from a mobile device capture requires non-linear synthetization resulting in the same disadvantages as in case of synthesizing a FOA input format.

Therefore, the source considers that the current set of audio input formats identified for the IVAS codec do not optimally reflect the requirements of the mobile devices implementing a multi-microphone audio capture. For mobile device use, these audio input formats therefore impose an upper limit for the inherent immersive audio quality that the codec can transmit, and have the further disadvantages of increasing both latency and computational complexity. 
3. Audio capture and processing for IVAS codec
Multi-microphone audio capture on a mobile device produces a number of raw signals. In general these individual channels do not correspond to any specific audio format. A dedicated microphone capture processing based on an understanding of the device properties and the microphone configuration is therefore required to transform the recorded spatial audio into the desired audio format used for listening, storing or transmitting. As input audio formats for a codec, such as IVAS, one can therefore consider formats such as channel-based surround sound or FOA that require synthesis from the mobile capture device, or an audio format that avoids such an extensive adaptive processing, thus avoiding the disadvantages of quality degradation, and the increase of delay and computational complexity.

In the following, the impact to audio quality due to the choice of input format is evaluated. Specifically, we evaluate two candidate input formats for mobile device capture: FOA and Metadata-Assisted Spatial Audio (MASA) format. The target of the comparison is to evaluate the quality achievable in an uncompressed audio transmission. The transmitted FOA content in the evaluation consists of the four component signals (WXYZ), and both parametric and linear binauralization methods are considered. The transmitted MASA content consists of two audio waveform signals (i.e., a stereo downmix) and one spatial information stream. Specifically, the stereo downmix signal in this experiment is produced by selecting a left and a right channel from the three or four raw microphone signals. This channel selection is fixed across the experiments. The bit rate of the uncompressed spatial information stream used here is approximately 25 kbit/s.
In order to evaluate the audio quality of the mobile device capture in MASA and FOA representations (as codec input signals), the source has conducted various audio recordings utilizing three-microphone and four-microphone capture configurations. The capture setups are representative of multi-microphone mobile devices currently on the market, where the three-microphone capture setup is a current device available in several markets. The microphone-capture processing algorithms are similarly representative of multi-microphone mobile devices currently on the market.

Figures 1-3 present the processing chain for each of the three conditions obtained from the immersive capture for a binaural headphone presentation. It is to be understood that the mobile device not only captures the audio, but it also performs a microphone-capture processing on the raw microphone inputs. The signals that would be provided to a codec thus correspond to the MASA format and the FOA format in this experiment. Instead of encoding and transmission, the uncompressed audio is here binauralized for headphone presentation.
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Figure 1. Binauralizing multi-channel mobile device capture from MASA format.

[image: image2.png]Mobile device
audio capture

Microphone
processing

Codec interface

Microphone inputs:
3 or 4 channels

FOA:
4 streams

Parametric
binaural
rendering

Binaural stereo
presentation




Figure 2. Binauralizing multi-channel mobile device capture from FOA (parametric).
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Figure 3. Binauralizing multi-channel mobile device capture from FOA (linear).

The recordings carried out for the listening experiment cover several signal types related to rich immersive communications and user-generated content. The recordings were performed in a controlled environment in three separate recording sessions using two capture devices (one three-microphone device and one four-microphone device). The recorded sound sources included both loudspeaker playback (well-known immersive audio test samples, background music, nature sound clips, individual instruments, etc.) as well as live sound sources (male and female talkers, a violinist, etc.). The sound scenes thus correspond to, e.g., multi-channel music playback, conference room discussions with or without background sounds, live music performances, outdoor scenes, and so on.

The position of the capture device was different in each of the recording sessions and its relative position to sound sources also varied during some sessions (due to placement and movement of the sources). The capture device was typically on a tripod or similar support either in the middle of the recording space or on a conference room table. Sound sources provided either full or partial coverage of the horizontal plane (depending on the sample). The elevation component was generally fairly small (ranging between a maximum of about 45 degrees of elevation above and less than that below the horizontal plane).
4. Listening test experiment
In the absence of a ‘direct’ reference, an AB comparison test setup was considered suitable to evaluate the immersive audio quality of the various input formats obtained from mobile device capture. The ITU-T P.800 Comparison Category Rating (CCR) test allows the listener to provide two judgements with one response. Effectively, the user is judging which of the two presented signals has better quality and by how much.

The listening test was conducted using Sennheiser HD650 headphones (with no head-tracking) in quiet listening booths. Each of the 24 listeners listened to 120 sample pairs, where each individual sample pair was listened to in both directions (AB, BA) by each listener with one out of six randomized listening orders. Thus, a grand total of 2880 votes were given. Out of the 24 listeners 14 were audio experts (not all in field of spatial audio), while 10 listeners can be considered naïve. Mono signal was used as a low reference, and it was compared against the MASA format. In addition, a stereo signal (without spatial processing) was compared to itself as a control condition.

Figure 4 presents the overall results. Figures 5 and 6 provide the results based on expert listeners and naïve listeners, respectively. The results indicate a statistically significant preference for the MASA format over both FOA processing approaches. A similar result is obtained by both expert and naïve listeners, however the expert listeners appear to provide better resolution.

[image: image4.png]CMOS3

CCR AB Test, n=24

MASA vs. FOA (Linear) MASA vs. FOA (Parametric)

MASA vs. Mono

Stereo vs. Stereo





Figure 4. AB listening test results (n=24).
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Figure 5. AB listening test results with expert listeners only (n=14).
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Figure 6. AB listening test results with naïve listeners only (n=10).

. 

In conclusion, the listening test experiment suggests that in order to achieve uncompromised spatial audio quality based on a mobile device capture, it is highly beneficial to avoid unnecessary format conversions. If conversions are unavoidable, it is preferable to perform a minimal amount of non-linear or adaptive processing. The comparison shows that using the MASA format (consisting of a stereo downmix and spatial metadata) for representing the spatial sound scene provides a significantly higher perceived quality over FOA (with either parametric or linear binauralization) that may so far have been considered the default IVAS format for scene-based capture. 
The source notes that the current listening test covers only mobile device capture, and therefore it has no direct implications on use of FOA/HOA inputs for the IVAS codec in other use cases with different capture constraints.
5. Summary and proposal
The IVAS WID calls for a solution that supports channel-based audio and scene-based audio inputs including spatial information about the sound field and sound sources. The source considers that for mobile communications and other mobile content capture use cases, this will be best achieved by an input audio format that takes into account the difficult audio design constraints of the mobile devices on the market and foreseen in the timeframe of IVAS deployment. Such input format allows for optimized microphone processing (prior to audio encoding) to extract the spatial information about the sound field and sound sources in a way that is not possible within the codec with no direct knowledge of the capture device configuration.

A listening test experiment has been conducted to verify that a spatial audio format that takes into account the irregularities of mobile device microphone configurations can avoid the quality loss observed for transformations to other scene-based capture formats such as FOA. The results indicate a significant preference for the MASA format over FOA by both expert and naïve listeners.

The source notes that the MASA format implementation used for the listening test experiment is an example solution. While this particular implementation provides a consistent benefit in the mobile capture use case and can be considered as one candidate solution, the configurations for waveform input to be used with spatial information as well as the exact definition of the spatial information itself remain for further study.

The source proposes to include the following edits in IVAS Design Constraints [2] and specifically the ‘Audio Formats’ box:
	Audio Formats


	The IVAS codec shall support the following [input] formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

· Spatial audio, [N] channels and spatial metadata defined by [TBD].
· Note: ACN component ordering and SN3D normalization.Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]
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