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***** CHANGE 1 *****
5.2.2 SNR

5.2.2.1 
Methodology

The segmental SNR method is derived from the decoder conformance used in ISO/IEC 14496-26. For each 20ms segment, the following values need to be calculated:

· Energy of reference signal:[image: image2.png]—y a2
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· 
· Noise energy:[image: image6.png]
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· 
As EVS is a switched codec containing a LPC based speech coder and a MDCT based transform coder, the SNR values vary significantly depending on the used coding mode. Therefore, a constant threshold for the SNR is not suitable but instead, a reference value per frame and test vector should be specified. The SNR should be compared against the thresholds by

· [image: image19.png]snr(f,v) = (T, (f,v) — SNRHEADROOM)



where [image: image21.png]


 is a 20ms frame index and [image: image23.png]


 is the test vector index

This means, a potential conformance package needs to provide the [image: image25.png]Tsnr



 values for all test vectors and frames.


5.2.2.2 
Thresholds and Criteria

The SNR reference values are created per test vector [image: image27.png]


 and frame [image: image29.png]
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 Three example platforms are compared to the test vectors created using the reference platform (Windows). The final SNR references are the minimum values out of the three example platforms. 
The three example platforms are listed in the following:

0) Linux, GCC, OPTIM=3, TARGET_PLATFORM=x86_64

1) macOS, CLANG, OPTIM=3, TARGET_PLATFORM=x86_64

2) arm-linux-gnueabihf_armv7, OPTIM=3
For all platform, the default test vectors are processed by 
· ./Readme_AMRWB_IO_dec_multi.txt; 
· ./Readme_EVS_dec_multi.txt; 
· ./Readme_JBM_dec_multi.txt
For each platform [image: image33.png]


 the SNR values are determined for each frame and vector by
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The combined SNR reference value is then given by

· [image: image37.png]Tsnr(v, f) = min ((Tsmz ©,v,f )), (Tsmz L f )), (Tsmz @ f )))
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· 
***** CHANGE 2 *****

6.3.2 Decoder Test Results

For this test, the test vectors from 26.444 are used. In all it represents 2675 test vectors.

Tables 4 and 5 show the number of failed files in each cases for the two systems under test:

Table 4: Result for icc and Atom system

	Compiler option
	Opt_None
	Opt_Quality
	Opt_Agg

	Number failed vectors
	0
	0
	167


The results from Table 4 are in correlation with the results reported in clause 6.2. Both approaches flag the Opt_Agg as a non-conformant floating-point implementation.

Table 5: Result for gcc and Xeon system

	
	
	
	

	
	
	
	

	
	
	-o0
	-o2
	-o2-avx2

	
	Frames tested
	2349831
	2349831
	2349831

	Rms
	Frames passing
	1131386
	1131464
	1157459

	
	Frames failing
	1218445
	1218367
	1192372

	
	% passing
	48.1
	48.1
	49.2

	
	% failing
	51.9
	51.9
	50.8

	SNR
	Frames passing
	1218443
	1218298
	1152506

	
	Frames failing
	2
	69
	39866

	
	% passing
	100
	100
	96.7

	
	% failing
	0
	0
	3.3

	Spectral Distortion
	Frames passing
	1
	64
	37678

	
	Frames failing
	1
	5
	2188

	
	% passing
	50
	92.7
	94.5

	
	% failing
	50
	7.3
	5.5

	Overall % frames passing
	100.000
	100.000
	99.907

	Overall % frames failing
	0.00
	0.00
	0.09

	Number of files failing
	0
	0
	83

	Number of files passing
	2675
	2675
	2592


The number of passing files is 100%, even if not all the frames are passing for the –o0 and –o2 option as the thresholds used (Table 5.2.6) allows 0.05% failing frames per file.

The results of Table 5 show similar result as Table2 in the sense that change in the arithmetic precision or execution will be flagged. A detailed analysis of the 83 failed vectors, shows that the majority of the failed vectors are 32 kHz and 48 kHz noisy speech files test vectors.

***** CHANGE 3 *****

6.4 Experiment D

6.4.1 Delta-MOS-LQO Behaviour for Mixed-Music Signals
A 10-second long mixed-music input was processed through the FL reference (REF) implementation and an FL test implementation. The FL test implementation TEST(Clip2.deg2.32k) includes e.g., certain optimizations related to parameter quantization, over the FL reference implementation REF (Clip2.deg1.32k), which introduced a clear, audible artifact as shown in Figure 6.13.

	Spectrogram of REF (Clip2.deg1.32k)
	Spectrogram of TEST (Clip2.deg2.32k)

	[image: image39.png]
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Below are the MOS-LQO scores for the two outputs using POLQA version 2.4.  

	
	REF (Clip2.deg1.32k)
	TEST (Clip2.deg2.32k)
	Delta-MOS-LQO

	MOS-LQO Score
	4.2622
	4.2662
	0.004


Although this is a serious artifact and is clearly audible, Delta-MOS-LQO between these two samples is not noticeable at all, with a value of 0.004. Note that the nature of modification of source code in “Clip1.deg2.32k” is not relevant here. Rather the more important and relevant fact here is that POLQA tool only shows a negligible difference in the scores for two vastly different mixed-music signals.


6.4.2 Clean Speech Input Example 

We present a clean speech input example below with relevant POLQA MOS LQO scores. 8 seconds long Super-Wideband clean speech input was bandpass filtered to match the required frequency range of POLQA (50 Hz to 14 kHz) and was processed through FL reference (REF) implementation and an FL test implementation. The FL test implementation TEST (Clip1.deg2.32k) includes certain optimizations related to parameter quantization, over the FL reference implementation REF (Clip1.deg1.32k)

	Spectrogram of REF Clip1.deg1.32k
	Spectrogram of TEST Clip1.deg2.32k

	[image: image41.png]
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Below are the MOS-LQO scores for the two outputs using POLQA version 2.4.  
	
	REF Clip1.deg1.32k
	TEST Clip1.deg2.32k
	Delta-MOS-LQO

	MOS-LQO Score
	4.3888
	4.3752
	0.0136


Clip1.deg2.32k output has an annoying high-pitched chirp/whistle type artifact that is clearly audible, and it is shown in the spectrogram above. However, the Delta-MOS-LQO between the two cases is infinitesimal, at 0.0136. 

Note that the nature of modification of source code in “Clip1.deg2.32k” here is not relevant. Rather the more important and relevant fact here is that POLQA tool only shows a negligible “Delta-MOS-LQO” score for two vastly different “clean speech” signals, which is the main category of signals intended to be used with POLQA.
Statistics from extending experiment D to a larger database of around 8.5 minutes of clean speech and the delta-POLQA are included in Table xx.

From the Table xx, it is clear that the delta-POLQA values are quite low while the subjective quality degradation is quite serious as shown in the spectrograms above. 

Table xx. Experiment D: Delta-POLQA values between the Reference and Test signals 
	
	
	Clean speech (database including about 64 sentence pairs)

	Delta-POLQA values
	Average
	0.05425

	
	Std. dev
	0.04548


[Editor’s note] The maximum value as well as 95 percentile should be added to the statistics.
***** CHANGE 4 *****
6.5 Experiment E

6.5.1 Delta-POLQA Limitations with Noisy Speech and Frame Erasures

In this clause, more examples are presented where source code modifications of the Reference EVS Floating Point implementation result in serious quality artifacts but show only negligible delta-POLQA values between the Reference and Test implementations. Figure 1 below shows example spectrograms that depict the signal artifacts and Table 1 provides the delta-POLQA analysis.

	Spectrogram of Reference signal
	Spectrogram of Test signal

	[image: image43.png]
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Figure 1 Example spectrograms that depict the artifacts

From the Table 1, it is clear that the delta-POLQA values are quite low while the subjective quality degradation is quite serious.  

Table 1. Experiment E: Delta POLQA values between the Reference and Test signals
	
	
	Noisy speech 
	FER 6%

	Delta-POLQA values
	Average
	0.00180
	0.02734

	
	Std. dev
	0.01014
	0.03610


[Editor’s note] The maximum value as well as 95 percentile should be added to the statistics. Further cross-checking of this code change impact was requested using the methods and databases currently proposed in the TR.
6.5.2 MOS-LQO Verification test
In this test MOS-LQO verification described in Clause 5.3.2 of TR 26.843 was carried out.
The code change has been implemented using floating-point version C90 and tested using Linux.
Figure 2 shows the CDF of MOS-LQO difference for all conditions and use cases, and Table 2 reports the statistics of the MOS-LQO difference for the 2 codes (C90 and C90+AHEVS429 code change).

Table 2: Summary of MOS-LQO differences for all conditions

	Case
	Min
	Max
	Mean
	StdDev
	Quantile_95
	Quantile_99

	A-B
	-0.1138
	0.0819
	0.0006
	0.0195
	0.0359
	0.0612

	A-C
	-0.0538
	0.0630
	0.0011
	0.0103
	0.0198
	0.0362

	A-D
	-0.0928
	0.0829
	0.0009
	0.0195
	0.0373
	0.0637

	A-B AHEVS-429_1
	-0.1138
	0.0819
	0.0021
	0.0202
	0.0395
	0.0632

	A-C AHEVS-429_1
	-0.0538
	0.0630
	0.0025
	0.0123
	0.0290
	0.0429

	A-D AHEVS-429_1
	-0.0928
	0.0829
	0.0009
	0.0195
	0.0373
	0.0637
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Figure 2: CDF of MOS-LQO differences for all conditions.
It can be see that A-C use case exhibits some difference in the CDF, but it is quite small. Similarly on the statistic the difference is small with and without the code change.

As the code change only impacts higher bandwidth, the CDF and statistic for only the SWB conditions are reported in Figure 3 and Table 3.  

As can be seen in Figure 3, when plotted per condition the difference in CDF becomes more noticeable. The most significant degradation happened for the A-C case, but A-B test case also show some degradation. As the code change only impact the decoder the use case A-D is not affected.

This degradation in the POLQA scores is also visible in the statistics, for the 95% the POLQA difference increases from 0.022 to 0.039 for the A-C use case.
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Figure 3: CDF plot of MOS-LQO difference for SWB condition 
Table 3: Summary of MOS-LQO differences for SWB conditions

	Case
	Min
	Max
	Mean
	StdDev
	Quantile_95
	Quantile_99

	A-B
	-0.0528
	0.0706
	-0.0013
	0.0196
	0.0351
	0.0475

	A-C
	-0.0319
	0.0365
	0.0019
	0.0097
	0.0224
	0.0311

	A-D
	-0.0568
	0.0758
	-0.0026
	0.0200
	0.0340
	0.0595

	A-B AHEVS-429_1
	-0.0486
	0.0787
	0.0056
	0.0225
	0.0459
	0.0671

	A-C AHEVS-429_1
	-0.0319
	0.0613
	0.0086
	0.0157
	0.0389
	0.0471

	A-D AHEVS-429_1
	-0.0568
	0.0758
	-0.0026
	0.0200
	0.0340
	0.0595


By using a bandwidth approach, the POLQA scores can still discriminate a code change that impact a small numbers of the test vectors.

6.5.3 Decoder Test
In this test the decoder test described in Clause 5.2 of TR 26.843 was used. The test used the SNR criteria described in AHEVS-427 [4]. The various thresholds and criteria indicated in clause 5.2.6 of TR 26.843 were used. 
The code change has been implemented using floating-point version C90 and tested using Microsoft Visual Studio. This code change only affects the decoder output for the higher bandwidth (SWB & FB). Compare to the reference test vectors of TS 26.444, only 270 files, out of 2771 vectors, are none bit-exact.
The results indicates that 180 of test vectors are failing. The detailed results are mentioned in table 4. 

Table 4: Statistics from the decoder test

	
	RMS
	SNR
	Spectral Distortion

	Number of frames tested
	2349830
	57778
	21170

	Number of frames passing
	2292952
	36608
	10987

	Number of frames failing
	57778
	21170
	10183

	Ratio of frames passing 
	97.5
	63.3
	51.9

	Ratio of frames failing
	2.5
	36.7
	48.1


Overall 0.4% of the frames are failing.

An implementation with the proposed code change will not be conformant to TS 26.443 [2] according to the decoder conformance as currently described in Clause 5.2 of TR 26.843.
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