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1 Introduction

This contribution is a follow-up to [AHV014], addressing the issue of finding a listening test methodology for VRStream 3D audio codecs. Also the issue of rendering is touched, which is also discussed in the context of audio media profiles in OMAF. Finally, details on the envisioned submission process and expected information are provided.

2 Timeplan

The current timeline for the VRStream work item targets finalization within the Release-15 time frame (see [S4-171298]for a more detailed time plan), given the strong momentum in the market to define proprietary and open standards for VR media delivery. It was therefore repeatedly requested to have a timely selection of 3D audio codec candidates for the VRStream specification [TS26.118]. At the same time, a process needs to be established to allow audio media profiles being proposed and evaluated for inclusion into TS 26.118. It has been agreed, that the LiQuImAS work item should be used as the basis for such evaluation and a fast-track needs to be carved out to meet Release-15 for TS 26.118. Consequently, a conscious decision on the test methodology and submission process needs to be made to get proposals for SA4#98 (April, Kista). SA4 should carefully consider a time plan that ensure a timely process for submission and inclusion of candidate technologies, as well as sufficient time for characterization of the technologies.
3 Listening test methodology

As expressed in previous LiQuImAS inputs, multiple listening test methodologies for 3D audio solutions could be defined, however, the ITU-R BS.1534 (MUSHRA) methodology is most common and has proven to be a stable method that is well understood by the audio community and listening labs. ITU-R BS.1534 is a method that is familiar to SA4, as it has been already in use for the audio codec standardization effort, resulting in the specifications for eAAC+ and AMR-WB+, and is also used in many SA4 input contributions. Also e.g. MPEG-H 3D Audio has been selected and verified using MUSHRA. Typically, a one-dimensional rating scale is used, asking for the basic audio quality, which implicitly includes all kinds of distortions as the signal is compared to the reference – the unimpaired signal. The source understands that sometimes additional criteria would be helpful information, asking for multiple rating scales to understand weaknesses and benefits for a multitude of dimensions. Still, it is believed that the one-dimensional scale is universally used and any modification would require definition and verification of the method itself plus additional lab work to modify user interfaces, evaluation sheets, etc. To overcome the issue of looking into multiple dimensions, it has been common practice to select critical test material that allows uncovering issues in one or the other dimension. This also enables verification and interpretation of submitted test results, as agreed in [AHV027], which is otherwise extremely difficult.

The source therefore recommends to use BS.1534 (MUSHRA) for the characterization of VRStream media profiles. Note that the source does not rule out other methods as LiQuImAS progresses, however, for the purpose of VRStream media profile evaluation, MUSHRA is well suited and readily available.

4 Rendering
4.2 Common Renderer

At the recent VR ad-hoc meeting there has been a discussion on the submission process and how a fair and transparent procedure could be established. One of the aspects was the availability and usefulness of a common renderer for 3D audio, so that results of different solutions can be compared.

The source wants to point out that at this point in time no common 3D audio renderer, which can be easily attached to any potential 3D audio codec candidate, is available. Current solutions rely on a renderer that has been defined together with the audio coding scheme. From a technical perspective this close integration is meaningful. Joint optimization, lower complexity and latency are only possible with an integrated renderer. 
A common renderer would require

a)  a common API that reflects signals and metadata of all potential candidates

b)  a common rendering that can operate with all signal types

c)  a realtime implementation of the renderer with a head-tracking interface

d)  a listening test framework to allow seamless switching between candidates

The source considers it unrealistic to agree to these points before SA4#98 (April 2018). 
Since VR audio codecs have their own integrated renderer, submission should focus on testing with this renderer which can start as soon as there is agreement on the methodology. 
4.3 Scope of the audio media profile 

According to the work item objectives there is preference for alignment of the work with OMAF where media profiles are defined for audio and video. There the 3D Audio baseline profile is defined that can address the objectives of the uses cases in TR 26.918 regarding audio. 

The OMAF specification as well as [TS26.118] make the following statement with respect to the conformance for audio:

File decoding process and file decoder requirements for audio media profiles

Each audio profile specified in clause 10/6 includes a file decoding process such that all file decoders that conform to the audio profile will produce an output according to the specification of the file decoding process. For audio, the conformance of the output signal is defined by the file decoding process. The output of the file decoding process provides a signal that may be represented in the reference system.

This implies that the conformance and quality evaluation point is the output of the renderer. Nevertheless, it is worthwhile to document whether a codec can provide audio data prior to the rendering to the reference system via an API. Such API shall be part of the information provided for the submission. This can not only be used as the basis for potential future discussion on external renderers, but would also allows independent verification with another renderer.
5 Required information for audio media profiles

As already expressed, the submission process, including all the details, should be defined as quickly as possible in order to make sure that proponents can prepare their submissions in time. According to the workplan, the submission process should be completed and agreed at SA4#97 and proposals be submitted to SA4#98. In order to accelerate the discussion we propose to start the list of items that have to be provided by the proponents. A table provided in the following sections lists, on a higher level, the items a submission shall contain. We’d like to note that this could be further elaborated, but also further information in proposals could be provided.

We propose that the following information is, at minimum, provided with every submission of an audio media profile. We propose to agree Table 1 and 2 below.

Table 1: Required Information for the submission of an audio media profile 

	Submission information

	Codec Description 
	The following documentation of the audio media profile shall be provided:

· Definition/specification of the bitstream, decoding and integrated rendering process – as reference or by a full text documentation
· Constraints applicable for streaming, file storage and configurations changes

· Constraints on the number and configuration of audio input channels


	Interfaces
	The following interfaces shall be described 

· Interfaces for file storage and streaming

· Interfaces for audio output to headphones and loudspeakers

· Interfaces for head tracking

· API to connect to external renderers


	Signalling 
	The following signalling for PSS and MBMS based download and streaming shall be described

· Signalling for file-based download delivery

· Signalling for DASH delivery


	Audio Quality
	Audio quality information, see separate table


Table 2: Required Audio Quality Information for an audio media profile 

	Audio quality information

	Quality evaluation data:


	The submission shall characterize the profile via headphones and loudspeakers

The submission shall characterize the profile at least for the following content types:

· at least three audio items for each of 2.0, 5.1, and
· at least three audio items for an immersive channel-based audio format,
i.e. including at least two height channels (i.e. including at least two height channels)

· at least two audio items that include audio objects
· at least three audio items in higher-order ambisonics of at least order 3

The submission shall operate the codec in the bit rate range of 64 to 512 kpbs

The quality should be cross-checked by at least one other site, independent of the proponent. The cross-check results need to be submitted with the audio media profile.


6 Summary

The current time plan for VRStream foresees the submission and characterization process to be made at SA4#97. It is appearent that existing and commonly used listening test method must be used. Therefore, the source proposes to use ITU-R BS.1534 (MUSHRA) for submitted test results and cross-checks [BS.1534]. Also definition of a common renderer seems only possible after the submission have been made; therefore all evaluation of an audio media profile should be conducted first with a documented internal renderer and an interface to external renderers shall be provided.

To be more explicit, the source kindly requests to agree on

a) the listening test methodology MUSHRA
b) use of internal rendering and provision of an API, and

c) the high-level submission information in tables 1 and 2.
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