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1 Introduction
The Live Uplink Streaming (FLUS) work item includes the objective “Specify QoS handling mechanisms for the uplink transport service”, however, usage of the 3GPP QoS framework has not been discussed.

2 About FLUS and QoS
3GPP SA4 has started to create a Framework for Live Uplink Streaming. The framework is documented in TS 26.238. The framework allows usage of IMS based media and also non-IMS based media streams for uplink. The enabler allows for configurable delay constraints.
The objective of the work also includes Quality of Service for Uplink video streaming. However, it is not clear, how the 3GPP QoS parameters (i.e. GBR, MBR, QCI, 5QI, ARP, etc) should be set. 
There are many different scenarios, where Live Uplink Video can be used today. Not all scenarios have real-time communication like delay requirements, since not always an immediate feedback loop (closed loop) is involved. When the delay constraints are (a bit) relaxed, then either the bitrate or the video quality or both can be optimized.
A number of different scenarios where identified during the work on Live Uplink Video Streaming. The initial usecase (which motivated the work item) was “Live video capturing from self-flying drones for TV distribution”: Here, an event organizer would fly the drones (follow-me drones, following e.g. a downhill skier) in order to create additional live video footages for the TV broadcast.
Additional use-cases from User-Generated Content (consumer segment), surveillance / CCTV (future rail-ways, public safety, industry automatization, etc) and media production were identified.
In several use-cases, a single business partner may interact with a single mobile operator for live uplink video services. In these cases, the business partner may also desire to experience a more sustainable and predictable QoS performance from the mobile network link.

3 Use-Case description for Live Uplink Live Video Streaming
For Live Uplink Streaming, e.g. for professional media production vertical, the 3GPP QoS system needs to strive to fulfil throughput requirements of the video flows beyond the guaranteed bit rate. 
The Professional Media Production vertical (for example) requires fairly high media bitrates in order to achieve a decent video quality in downlink. In professional media production, uncompressed or lightly compressed video is carried often at speeds of several Gigabit per second (cf. SDI bitrates). This is of course often not feasible for mobile video production, in particular when mobility and wide-area coverage are important features (i.e. when deploying a dedicated LTE cells inside of a media production facility, it could make sense to send uncompressed or lightly compressed frames.
For mobile production, the speed of setting up a live feed (i.e. speed and simplification of production) and the freedom of high mobility is likely more important than high video quality at ultra low latency. Compressed video streams can be used at expense of latency (compression efficiency increases when relaxing latency constrains). Still, the video quality should be high.
In the following discussion, we assume a bitrate adaptive FLUS solution, where the FLUS source can adjust the transmission bitrate to the currently measured / estimated link bitrates. This can be achieved by influencing the encoder bitrate or by dropping frames before transmission.
The figure below illustrates the desired video quality properties (and the resulting bitrates) as an example.
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Figure 1: Quality Principles
The expectation is that the system delivers a certain target quality. Preferably, that target quality is always or as often as possible delivered and the target bitrate should be sustained by the system for a certain time duration. A higher quality as the target quality is not needed. Depending on the video codec configuration (Codec Profile, codec level and encoder features), the video quality is associated with a bitrate of the compressed stream. 
When the system cannot offer the desired target bitrate, then a lower bitrate is acceptable for the video application. The video application layer (e.g. IMS / MTSI, HTTP or others) supports adaptive bitrate adaptation, i.e. it is increasing or decreasing the quality matching whatever link bitrate that is available. In the example above, a resulting video bitrate of ~15Mbps corresponds to the target video quality. The dark green color corresponds to an “as expected quality”. A light green color corresponds to an “ok” quality. The resulting quality is not perfect, but still good to use.
A certain large bitrate range leads to an acceptable quality. The lower end of that bitrate range is the “better than nothing” area, where the video quality contains very obvious quality artefacts. In an example of a media production use-case, the director for the media production may still decide to use the video feed, since the captured pictures are still “better than nothing”. For example, when there was a crash or another event and there is no other video material available. 
When the system cannot even offer the lowest quality (here 800kbps), the media producer will terminate the video stream, due to unusable quality. The Video source can stop sending the video stream, since the server is anyhow discarding the content.
The actual quality thresholds depend on the use-cases. The lowest unusable quality threshold is certainly lower for breaking news scenarios than for regular reports. Further, when the camera is mobile, e.g. mounted on a F1 car or a downhill racing skier, the acceptable quality is certainly different than for fixed mounted cameras.
3GPP systems offer different radio access systems. Some radio access systems are capable (depending on the deployment) to provide higher uplink data rates than others. For example, when a device is connected via the new NR radio access network, much higher data rates will be possible than using existing HSPA or GERAN radio access networks. 
The figure below depicts a mobility case, where a mobile uplink streaming client is either getting active in different radio access systems (nomadic mobility) or even moving between access systems with an active uplink streaming session. The different access networks have different bitrate characteristics (of course, deployment release and carrier bandwidth will have similar effects).  
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Figure 2. Mobility and example uplink bitrate expectation
As consequence, there may be handovers within one radio access network (e.g. within NR) or even between radio access networks (e.g. from NR to HSPA).
Due to inter RAT hand-over, the GBR should not be set to a too high bitrate. The UE may handover to a RAT, which does not support such high bitrate and the admission control may reject a QoS bearer. A GBR value should be found, which refers to the bare minimal acceptable bitrate so that each RAT keep the QoS bearer and the application adapts the bitrate to the admitted parameters. 
Beside the mobile media production use-case, there are several other use-cases. The devices may be stationary (e.g. stationary media production or mounted surveillance camera’s) and some other may be mobile (e.g. patterns of “breaking news” reporters or vehicle mounted surveillance cameras).

3 Discussion of the 3GPP QoS Framework

3GPP QoS framework specifies a Guaranteed (Flow) Bitrate (G(F)BR), a Maximum (Flow) Bitrate (M(F)BR), an Allocation and Retention Priority (ARP), and additional QoS Class Indicators (QCI / 5QI). Each QCI defines a priority level (PL), a maximal latency and a maximal packet loss rate for the QoS flow. 
Architecture
In 3GPP systems, QoS bearers are requested via the PCF / PCRF. Typically network nodes interact with the PCF / PCRF for QoS. 
An architecture for IMS / MTSI is depicted below. The Session Border Gateway forwards the SIP INVITE (call setup message) via potentially other IMS nodes to the FLUS Sink. The SB GW extracts QoS information such as bitrate from the SIP INVITE message (paring the SDP file) and triggers the establishment of a QoS bearer / QoS flow via the Policy Control Function (PCF). The 5-Tuple(s) for the (uplink) UDP sessions are forwarded as well.
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Figure 7: IMS / MTSI based architecture (considering EPS QoS terminology)
An HTTP(s) based architecture is depicted below. Here, the FLUS Sink (aka HTTP Server) interacts with the Policy Control Function (PCF) to trigger the establishment of a QoS bearer / QoS flow. The FLUS sink needs to wait for the F-U establishment in order to know the 5-Tuple of the session. The FLUS Sink derives the QoS parameters from earlier provisioning steps or from the initialization information of the HTTP FLUS session (i.e. from the existing bitrate (‘btrt’) box in the codec configuration (e.g. the ‘avcC’ box for H.264 or a new box for dedicated signaling). 
 [image: ] 
Figure 8: HTTP based Architecture (or other OTT protocols) 

Relevant 3GPP sections
In the current Rel 15 QoS framework, the Allocation and Retention Priority defines the priority in Admission Control:
5.7.2.2            ARP
The QoS parameter ARP contains information about the priority level, the pre-emption capability and the pre-emption vulnerability. The priority level defines the relative importance of a resource request. This allows deciding whether a new QoS Flow may be accepted or needs to be rejected in case of resource limitations (typically used for admission control of GBR traffic). It may also be used to decide which existing QoS Flow to pre-empt during resource limitations.
The range of the ARP priority level is 1 to 15 with 1 as the highest level of priority. The pre-emption capability information defines whether a service data flow may get resources that were already assigned to another service data flow with a lower priority level. The pre-emption vulnerability information defines whether a service data flow may lose the resources assigned to it in order to admit a service data flow with higher priority level. The pre-emption capability and the pre-emption vulnerability shall be either set to 'yes' or 'no'.

There are two bit rate parameters available to a QoS Flow, GFBR and MFBR:
3GPP TS 23.501 V15.0.0 (2017-12)
5.7.2.5            Flow Bit Rates
For GBR QoS Flows, the 5G QoS profile additionally include the following QoS parameters:
-     Guaranteed Flow Bit Rate (GFBR) - UL and DL;
-     Maximum Flow Bit Rate (MFBR) -- UL and DL.
The GFBR denotes the bit rate that may be expected to be provided by a GBR QoS Flow. The MFBR limits the bit rate that may be expected to be provided by a GBR QoS Flow (e.g. excess traffic may get discarded by a rate shaping function). 

The 3GPP QoS framework leaves the behavior of the scheduler above the GFBR bit rate value open to implementation:
5.7.3.3            Priority Level
The Priority level indicate a priority in scheduling resources among QoS Flows. The Priority levels shall be used to differentiate between QoS Flows of the same UE, and it shall also be used to differentiate between QoS Flows from different UEs. Once all QoS requirements are fulfilled for the GBR QoS Flows, spare resources can be used for any remaining traffic in an implementation specific manner. The lowest Priority level value corresponds to the highest Priority.

The priority level may be signalled with standardized 5QIs, and if it is received, it overwrites the default value specified in QoS characteristics Table 5.7.4.1.
and similarly in 3GPP TS 23.401 V15.2.0 (2017-12):
4.7.3	Bearer level QoS parameters
[…] 
Each GBR bearer is additionally associated with the following bearer level QoS parameters:
-     Guaranteed Bit Rate (GBR);
-     Maximum Bit Rate (MBR).
The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). See clause 4.7.4 for further details on GBR and MBR.

4.7.4            Support for Application / Service Layer Rate Adaptation
[…]
The MBR of a particular GBR bearer may be set larger than the GBR.


Note, it would be possible to update the GBR value of a QoS bearer. However, the system does not trigger a renegotiation procedure before dropping a QoS bearer. 

Usage of 3GPP QoS parameters

In the following text, we focus on the GBR/GFBR, the MBR/MFBR and the priority level, since the aim is to get a high sustainable bitrate. Latency configuration of the QCI / 5CI may be a different issue.
The priority level which is associated to the QCI, is used to differentiate between traffic within a UE and across different UEs up to the GBR (GFBR in 5GC) value (“Once all QoS requirements are fulfilled for the GBR QoS Flows, spare resources can be used for any remaining traffic in an implementation specific manner.” [1]) and it does not define a behavior for a scheduling priority to achieve a “target quality bitrate” larger than GFBR, but less than MFBR, rather only focus on a general resource distribution not related to the useful target bitrate. Moreover, in 4G, the PL parameter is only valid for flows below GBR, and the behavior of GBR bearers with bitrate above GBR is undefined. Therefore, in many 4G implementations, the GBR bearers will be treated as best effort, or worse, when the bitrate is larger than GBR. 
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Figure 2: Today's prioritization: traffic gets priorities up to the GBR and is treated as best effort above GBR

The service as introduced in the previous section should typically operate far beyond GFBR/GBR and likely close to MFBR/MBR. If the GFBR/GBR of 3GPP flow/bearer aimed to carry the video traffic is set to the barely acceptable quality level, the scheduling priority will only prioritize the data up to the GFBR/GBR and not really be beneficial to provide bitrates close to the expected service quality. In this case, as the behavior for traffic between GFBR/GBR and MFBR/MBR is equal to best-effort MBB, then it is probably often better to skip QoS and instead use a non-GBR flow/bearer with high PL (which is likely also cheaper) for the video traffic. 
If, on the other hand the GFBR/GBR value of the of 3GPP flow/bearer aimed to carry the video traffic is set to the target quality level, the scheduling priority would lead to the scheduler to prioritize the video traffic up to the target quality level at the cost of more radio resource consumption and reducing the room for the rate adaptation capabilities of the video traffic. While it is clearly desirable to use the target quality, the needed quality/cost trade-off is less optimal in this case, since the cost to guarantee the target quality at all times can easily become too high. 
Further, there is a n increased risk, that the system is rejecting / dropping the QoS bearer. 


4 Discussion / proposal of a desired behavior

In the following, we discuss the usage of the 3GPP QoS framework.
The system admission control is going to reject / pre-empt a QoS bearer based on the GBR value. In order to get a QoS bearer accepted, the GBR value should be selected as the lowest acceptable bitrate. With increasing GBR value, also the risk is increasing that the system admission control is rejecting / pre-empty QoS bearers based on the GBR value. Note, handovers to other cells / other access networks may retrigger the admission control process. 
The MBR is limiting the bitrate of the QoS bearer. In some implementations, the system is dropping traffic when the service bitrate is above MBR. Thus, due to burstiness of video traffic and when a bitrate adaptation principle is available, the MBR should be much larger than the GBR.
The (video) application layer will to tear-down the delivery of the data, when the bitrate (and the resulting quality) falls below the lower threshold, which is indicated as GBR in the figure below. The preferred service operation point (called target bitrate, TBR) is much higher than the GBR and likely close to the MBR. The FLUS source may adapt the media bitrate to the current estimated link bitrate.
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Figure 4: QoS Threshold boundaries

So, a desired behaviour would be when the priority level of a QoS flow does not fall flat to zero once the media bitrate is above GBR/GFBR bitrate. Instead, it would be preferred that the scheduling priority level should decrease gradually with the increasing bitrate. The system should prioritize the QoS flow. The level of prioritization may decrease with increasing media bitrate. As result, the traffic within the QoS bearer would still be treated better than best effort, when the media bitrate is above GBR/GFBR. 
Preferable it should be possible to define the priority to get bitrates above GFBR separate from the priority to get the GFBR fulfilled. For the broadcasting media example described here it is prioritized to get high bitrates, but for other services, i.e. public safety, it might be very important to get the GFBR, while higher bitrates have low priority. 
5	Proposal

It is proposed to discuss and agree the usage of the 3GPP QoS framework for the Live Uplink Streaming Framework (FLUS). It might be beneficial to liaise with other groups such as SA2 on the identified use-cases and the possible QoS parameter settings. The existing EPC QoS  and 5GC frameworks focus on fulfilling the GFBR/GBR and do not consider bitrate adaptive services, where the acceptable service quality can be expressed as a range. Packet losses, e.g. due to traffic conditioning is very often very bad for the application quality of experience.
It is further proposed, to add guidelines on the 3GPP QoS usage for different FLUS operations either as informative annex into TS 26.238 or into TR 26.939 (“Guidelines on the Framework for Live Uplink Streaming”).
It is further suggested to share the FLUS use-case around QoS with SA2 and raise clarification questions on the QoS profile:
· Verify that a QoS Flow will not be taken down in 5G, only because the GFBR cannot be fulfilled.  
· Clarify how a QoS Flow is prioritized after the GFBR is fulfilled. 
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