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6
Audio quality evaluation

6.1
Audio quality evaluation of scene-based formats

6.1.1
Introduction

For a successful deployment of VR, audio formats should deliver a high Quality of Experience. One goal of these systems is to bring a sense of presence to the consumers [18]. Presence is defined as a cognitive state, the (psychological) feeling of being in the virtual environment [19], [20]. The physical interfaces involved in VR, and extreme demands on video system performance, often pose practical limitations for the evaluation of presence. Therefore, other criteria have also been proposed in the literature. For example, plausibility has been defined as "a simulation in agreement with the listener's expectation towards an equivalent real acoustic event." [21].

Regardless of the definition one chooses to adopt, from an audio perspective, either presence or plausibility demand systems that can deliver, at a minimum (adapted from [21]):

1)
a low motion to sound latency, below the detection threshold with seamless adaptation of the audio scene as a function of the user's head motion for at least 3DOF;

2)
binaural sound reproduction with undistorted magnitude and phase frequency responses, ideally compensated for the individual listener;

3)
stable and accurate sound localization properties in an omnidirectional space; and

4)
transparent or near-transparent audio quality.

By taking advantage of low-level psycho-physical characteristics, VR systems and omnidirectional videos can make the user believe that they are somewhere else and/or somebody else. This is achieved by presenting audio-visual realities and allowing the user to naturally interact with it. If the technology is not capable of delivering a neurologically convincing audio-visual experience, the sense of presence and immersion breaks down and sensory sickness may even occur.

To better understand the impact of the four quality prongs identified above, and other quality aspects of VR scene‑based audio within the 3GPP context, this sub-clause collects results of listening tests and other perceptual experiments.

6.1.2
Report of one ITU-R BS.1534-3 binaural listening test for basic audio quality of encoded scene-based audio content with non-individualized HRTF and non-equalized headphones

Introduction and Test Method

ITU-R recommends that the "testing, evaluation and reporting procedures given in Recommendation ITU-R BS.1534‑3 [22] be used for the subjective assessment of intermediate audio quality". Recommendation ITU-R BS.1534‑3 [22] has also been previously used in other standardization activities pertaining to spatial audio coding such as the MPEG-H standardization. To provide an understanding of what quality levels can be achieved for scene-based audio content at reduced bit-rates, a test per Recommendation ITU-R BS.1534-3 [22] was conducted with a few scene-based audio encoding solutions.

In this experiment, 3 different coding solutions at various bit-rates were tested with 13 different HOA test materials of HOA order 3 (i.e. 16 coefficient channels). One of the solutions is the HE-AACv2 codec used to encode stereo pairs, a 2nd solution is the MPEG-H Low Complexity profile, and a third coding solution was included in the test to diversify the MUSHRA experiment (not relevant for 3GPP analysis purposes). These solutions are scored against the HOA reference signal (PCM).

The experimental design was such that all listeners listened to all test conditions for each system under test.

The testing methodology introduces distortions and localization errors associated with: 

1)
the limited speaker layout channel count in the renderer;

2)
the differences between the single HRTF used and the assessor's individual HRTF; and

3)
distortions in the headphone frequency response. Especially in the practically relevant case when using non-individualized HRTF and non-equalized headphones, spectral colouring distortions and more or less severe localization errors are frequently observed. Note that the testing methodology does not include any measure of absolute spatial accuracy. The test conditions were simply compared to the reference condition and all used the same non-individualised HRTF, with no indication of the intended spatial position. A testing methodology that would alleviate these problems should be ffs and may include presentation over loudspeakers and/or use of individualized HRTFs.

Test Materials

The test materials included thirteen different signals covering a range of audio content typical of broadcasts such as vocals, orchestra music, nature sounds, etc. Each of the five different coding solutions was tested with each of the thirteen different signals.

Listening conditions

For presentation, all test material was rendered to a 22.2 speaker layout (CICP 13) and binauralized. The binauralized stimuli were presented over headphones to the participants. No individualized HRTF or headphone compensation were used in this test and this may affect the absolute quality of the samples. No head-tracking was used in this test.

Presentation interface

The ARL STEP software was used for presentation of the samples and collection of results.

Attributes

Participants were asked to consider all perceptual differences between the systems under test and the reference signal when scoring the basic audio quality.

Assessors

The participants were all members of Qualcomm Advanced Tech R&D group and familiar with critical listening and audio quality evaluation. Post-screening of assessors was per ITU-R BS.1534-3 [22], section 4.1.2 and all assessors passed post-screening.

Size of listening panel

The listening panel contained eight assessors.

Systems under test

Higher Order Ambisonics test items truncated to 3rd Order Ambisonics (i.e. 16 HOA coefficients) were used in the test. Relevant systems under test are listed on Table 6.1.

Table 6.1: Systems under test

	System under Test
	Bitrate / condition

	Hidden Reference 
	original test items

	LP35
	Anchor 3,5 kHz lowpass

	System A (undisclosed)
	600 kbps

	MPEG-H LC profile
	256 kbps

	HE-AACv2 (FDK-AAC)
	256 kbps


-
The Hidden Reference provides a baseline for the basic audio quality without the encoding/decoding process.

-
For a baseline of the audio quality level obtained by using an existing 3GPP stereo audio coder (eAAC+) in stereo pairs, the HE-AAC_v2 encoder (FDK-AAC) was configured as 8 stereo encoding instances using channel-pair elements (CPE) each with a target bitrate of 32 kbps (256/8 kbps). At this bit rate the HE‑AACv2 codec insufficiently encodes phase relationships of signal pairs and, therefore, this configuration is unsuitable for coding of HOA audio. Note that the FDK-AAC encoder may be different than the eAAC+ encoder version in 3GPP, and different quality trade-offs may be obtained by reducing the number of CPE and increasing the target bitrate per stereo pair.

-
Finally, for a baseline of the performance of an existing spatial audio coding solution at similar bit-rates, the MPEG-H Low complexity profile at 256 kbps was used to encode the HOA coefficients.

-
System A (undisclosed) is a third coding solution that was included in the test for diversifying the MUSHRA test but not relevant for the 3GPP context.

-
Note that these systems are not designed for conversational services and have delays that may be too high for certain 3GPP VR use cases.

All HOA coefficients were assigned to the encoder in the order of the Ambisonics Channel Numbering (ACN) scheme. To avoid potential clipping in the FDK-AAC encoder, the HOA coefficients were normalized per the SN3D normalization scheme prior encoding and rescaled after decoding.

Results

Figure 6.1 visualizes the absolute scores per test item and system under test. Table 6.2 further summarizes the results across all test items.
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Figure 6.1: Absolute score and 95 % CI of basic audio listening test

Table 6.2: Summary of Average Scores

	System
	High
	Low
	Mean

	Sys A @ 600 kbps
	91,46
	87,29
	89,37

	MPEG-H @ 256 kbps
	88,33
	83,17
	85,75

	HE-AAC_v2 @ 256 kbps
	61,96
	52,45
	57,21

	LP35
	15,47
	11,25
	13,36

	Hidden Reference
	99,84
	99,06
	99,45


Observations

The following observations are made from the results:

1)
For 3rd order Ambisonics encoded with HE-AACv2 at 256 kbps, the basic audio quality scores averaged across all test conditions is within the Fair range (40-60 MUSHRA points). Coding HOA natively with HE-AACv2 is not going to deliver good results at such low bit rates.

2)
For 3rd order Ambisonics encoded with MPEG-H LC profile at 256 kbps, the basic audio quality scores averaged across all test conditions is within the Excellent range (80-100 MUSHRA points). Broadcast audio quality is met at 80 MUSHRA points which should also represent the minimum level of performance needed for VR broadcast applications.

3)
A statistically significant difference exists between MPEG-H at 256kbps and HE-AACv2 at 256 kbps when used to encode 8 stereo pairs. This result highlights the importance of leveraging spatial audio coding techniques to reduce bit rate in scene-based audio coding applications.

4)
The observed quality scores are only applicable to the specific rendering and binauralisation processes used and the conclusiveness of the results is limited by the distortions or localization errors associated with these processes.

6.1.3
Report of one ITU-R BS.1534-3 binaural listening test for Localization quality of synthetic scene-based audio content with non-individualized HRTF and non-equalized headphones

Introduction and Test Method

ITU-R recommends that the "testing, evaluation and reporting procedures given in ITU-R BS.1534-3 [22] be used for the subjective assessment of intermediate audio quality". ITU-R BS.1534-3 [22] has also been previously used in other standardization activities pertaining to spatial audio coding such as the MPEG-H standardization. To provide an understanding of what localization quality levels can be achieved for scene-based audio content at different Ambisonics orders, a test per ITU-R BS.1534-3 [22] was conducted comparing 1st, 2nd, 3rd and 6th order Ambisonics.

In this experiment, six different synthetic materials (i.e. created through spatially mixing monaural sound recordings into Higher Order Ambisonics coefficients) were used. The reference signals were 6th order Ambisonics contents. Lower order Ambisonics test material were created by truncating the spherical harmonics sound field decomposition into 3rd order, 2nd order and 1st order Ambisonics. All test material was PCM 32bit floating point 48 kHz.

The experimental design was such that all listeners listened to all test conditions for each system under test.

It is important to note that this procedure for generating content represents a condition that is quite distinct from the more common practical scenario of capturing Ambisonics content with a microphone array. Separate tests are needed to cover that space and different results can be expected.

The testing methodology introduces distortions and localization errors associated with:

1)
the limited speaker layout channel count in the renderer;

2)
the differences between the single HRTF used and the assessor's individual HRTF; and

3)
distortions in the headphone frequency response. Especially in the practically relevant case when using non-individualized HRTF, spectral colouring distortions and more or less severe localization errors are frequently observed. Note that the testing methodology does not include any measure of absolute spatial accuracy. The test conditions were simply compared to the reference condition and all used the same non-individualized HRTF, with no indication of the intended spatial position. A testing methodology that would alleviate these problems should be for further study.

Test Materials

The test materials included six different sound scenes. Four of the sound scenes are from Bertet et al. [23], including three and four-party audio meetings, a kitchen and a classroom. These sound scenes are described in [23]. The two other sources include nature sounds and a movie trailer. Each of the five different Ambisonics solutions were tested with each of the six different sound scenes.

Listening conditions

For presentation, all test material was rendered to a 22.2 speaker layout (CICP 13) and binauralized. The binauralized stimuli were presented over headphones to the participants. No individualized HRTF, headphone compensation or head-tracking were used in this test.

Note that the lack of individualized HRTF and headphone compensation may have impaired the localization capability. This aspect is to be covered in further studies.

Presentation interface

The ARL STEP software was used for presentation of the samples and collection of results.

Attributes

Participants were asked to consider the localization of all directional sound sources by comparing the systems under test and the reference signal when scoring the localization quality.

Assessors

The participants were all members of Qualcomm Advanced Tech R&D group and familiar with critical listening and audio quality evaluation. Post-screening of assessors was per ITU-R BS.1534-3 [22], section 4.1.2 and two of the assessors were removed following post-screening.

Size of listening panel

The listening panel contained eleven assessors. Two assessors were removed following post-screening procedures.

Systems under test

Higher Order Ambisonics test items truncated to 3rd order (i.e. 16 HOA coefficients), 2nd order (i.e. 9 HOA coefficients) and 1st order (i.e. 4 HOA coefficients) were used in the test. In addition, 6th order (i.e. 49 HOA coefficients) test items were used as both reference and hidden reference signals. Relevant systems under test are listed on Table 6.3.

Table 6.3: Systems under test

	System under Test
	Bitrate / condition

	Hidden Reference
	Binauralized PCM 32-bit 48 kHz original test items (6th order HOA)

	LP35
	Anchor 3,5 kHz lowpass

	FOA
	Binauralized original test items truncated to 1st order Ambisonics

	2nd order
	Binauralized original test items truncated to 2nd order Ambisonics

	3rd order
	Binauralized original test items truncated to 3rd order Ambisonics


Results

Figure 6.2 visualizes the absolute scores per test item and system under test. Table 6.4 further summarizes the results across all test items.
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Figure 6.2: Absolute score and 95 % CI of localization listening test

Table 6.4: Summary of Average Scores

	System
	High
	Low
	Mean

	3rd order
	90,11
	75,55
	85,31

	2nd order
	74,33
	67,67
	70,26

	1st order
	53,89
	45,22
	49,87

	LP35
	14,33
	11,11
	12,47

	Hidden Reference
	100
	98,89
	99,81


Observations

The following observations are made from the results:

1)
For 3rd order Ambisonics, the localization quality scores averaged across all test conditions is within the Excellent range (80-100 MUSHRA points). However, for one of the test items (item 04 - kitchen), the mean localization quality is within the Good range (60-80 MUSHRA points).

2)
For 2nd order Ambisonics, the localization quality scores averaged across all test conditions and the mean of each test condition is within the Good range (60-80 MUSHRA points).

3)
For 1st order Ambisonics, the localization quality scores averaged across all test conditions and the mean of each test condition is within the Fair range (40-60 MUSHRA points).

4)
There is a statistically significant difference between the hidden reference (6th order) and the 3rd order HOA contents, indicating that benefits for synthetic content can still be achieved beyond 3rd order.

5)
These localization quality scores are only applicable to the specific rendering and binauralization processes used and the conclusiveness of the results is limited by the distortions or localization errors associated with these processes. In addition, the scores are for uncoded audio material and do not consider additional artifacts introduced by coding. For practical 3GPP applications, audio bit-rate compression will be necessary and the absolute quality scores will differ.

6.1.4
Test of the ISO/IEC 23008-3 MPEG-H 3D Audio scene-based coding scheme

The MPEG-H verification test report [36] provides details on four large-scale listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio. Test material was either channel-based, channel plus objects, or scene-based, as Higher Order Ambisonics (HOA) of a designated order, possibly also including objects. Three tests were conducted over loudspeakers and one test over headphones binaurally rendered.
6.2
Audio quality evaluation of object-based formats

6.2.1
Introduction 

Immersive audio experiences (3D audio) are an important element of next-generation audio entertainment systems.  This section describes the evaluation of object-based audio formats.

6.2.2
Test of the AC-4 object-based coding scheme

A test has been conducted to analyse the coding efficiency of object-based audio coding with AC-4 as defined in ETSI TS 103190-2 [45]. A report describing a test system, the content under test, and the results of the experiment has been published by means of the Audio Engineering Society Convention Paper #9587, "Immersive Audio Delivery Using Joint Object Coding", presented at the 140th AES Convention 2016 June 4-7, Paris, France [64].

A 7.1.4 immersive speaker-based rendering system was chosen for evaluation of the object-based coding efficiency of the AC-4 system. Using this rendering scheme avoids the challenges with subjective or objective assessment of HRTF rendering.

This methodology has limitations related to the assessment of the rendering to VR use cases. For instance, the results do not include any potentially related quality degradation imposed by HRTF rendering. The choice for this rendering system enables the assessment of the coding efficiency of the object based coding scheme.

NOTE:
AC-4 is designed for unidirectional media delivery and has not been evaluated in any other context, and is thus expected to be unsuitable for conversational applications.
6.3
Audio quality evaluation of channel-based formats

6.3.1
Introduction
Immersive audio experiences (3D audio) are an important element of next-generation audio entertainment systems.  This section describes the evaluation of channel-based audio formats.

6.3.2
Test of the ISO/IEC 23008-3 MPEG-H 3D Audio channel-based coding scheme

The MPEG-H verification test report [36] provides details on four large-scale listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio. Test material was either channel-based, channel plus objects, or scene-based, as Higher Order Ambisonics (HOA) of a designated order, possibly also including objects. Three tests were conducted over loudspeakers and one test over headphones binaurally rendered.
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