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1. Introduction

In this contribution, we present details for the support of fisheye video that is captured by multiple fisheye lens for VR streaming. The end-to-end architecture for VR streaming with fisheye video is described. In order to enable correct rendering of fisheye video at the receiver side, fisheye video metadata that needs to be signalled is listed. 
2. Fisheye Video
One type of cameras being widely used today for capturing of VR video is fisheye cameras consisting of one or more fisheye lens. The fisheye lens are wide-angle camera lens that usually captures an approximately hemispherical field of view and produces a circular image. Circular images captured by multiple fisheye lenses of a 360 camera typically cover all directions around the centre point of the camera set or camera device. The Fisheye video is captured by fisheye lens. An example of a fisheye video picture containing two circular images captured by two fisheye lens is shown in Figure 1.
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Figure 1: Two fisheye images per video picture

In today’s VR applications, VR video captured by the lens is usually stitched and projected into a rectangular picture through a projection such as ERP, then the rectangular video is encoded and transmitted. This approach works efficiently when multiple camera lens are used and there are largely overlapping areas in the video pictures captured by adjacent lens since the stitching process would basically remove or reduce the overlapping area. 

However, for fisheye video captured by fisheye lens, there is usually at most very little overlapping areas of the video captured by the lens. Therefore, the projection does not provide much benefit to remove or reduce redundant overlapping area even though it requires additional processing for the projection. When the fisheye video is encoded and transmitted, the fisheye video is decoded and the part corresponding to the user viewport is rendered, with or without using of an intermediate projection, at the receiver side. 
Therefore, it'd be beneficial to consider a VR streaming wherein the fisheye video is directly encoded and transmitted, and the fisheye video bitstream is decoded and multiple circular images in the decoded fisheye video may be stitched and rendered according to the user’s viewport
2.1. End-to-End Architecture of Fisheye Video
The below figure 2 shows a typical content flow process for VR streaming with fisheye video.
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Figure 2 – Typical content flow process for VR streaming with fisheye video
The circular images (Bi) captured by fisheye lenses at the same time instance are not stitched, but directly mapped onto a picture (D) in the fisheye video. The fisheye images including non-stitched circular images (D) are encoded as coded images (Ei) or a coded video bitstream (Ev). The coded images, video, and/or audio are then composed into a media file for file playback (F) or a sequence of an initialization segment and media segments for streaming (Fs), according to a particular media container file format. 
Since the information that describes the fisheye video needs to be signalled from the sender side to the receiver side to enable correct rendering of the fisheye video, the fisheye video metadata, which assist in rendering the decoded pictures, is signalled into the bitstream, the file, or the segments. The fisheye video metadata includes:

· Region information of circular images captured by fisheye lens in the rectangular picture

· Camera parameters and field of view of fisheye lens 
· Lens distortion correction parameters of fisheye lens 
The segments Fs are delivered using a delivery mechanism to a player.

In VR player, the file that the file encapsulator outputs (F) is identical to the file that the file decapsulator inputs (F'). A file decapsulator processes the file (F') or the received segments (F's) and extracts the coded bitstreams (E'a, E'v, and/or E'i) and parses the metadata. The audio, video, and/or images are then decoded into decoded signals (B'a for audio, and D' for images/video). Without the projection and region-wise packing process, multiple circular images in the decoded fisheye video may be stitched and rendered according to the user’s viewport using the signalled fisheye video metadata.
2.2. Fisheye Video Metadata
In order to assist in rendering the decoded fisheye video according to user viewport at the receiver side, the fisheye video metadata needs to be signalled into the video bitstream, the file, or the segments. Table 1 shows the list of fisheye video metadata specified in [1] [2]. 
	Parameter
	Explanation
	DataType

	ViewDimensionIDC
	Alignment and viewing direction of fisheye lens
	Integer

	NumberOfCircularImages
	Number of circular images in the picture
	Integer

	
	RectagularRegion
	Coordinates of the top-left corner and the width and height of the rectangular region that contains the circular image
Top, left, width, height
	Integer
Integer
Integer
Integer

	
	CircularImageCenter
	Horizontal and vertical coordinate of the centre of circular image
	Integer
Integer

	
	FullRadius
	Length from the centre of the circular image to the outermost pixel boundary of the circular image
	Integer



	
	SceneRadius
	Radius of a circular region within the circular image where the obstruction, such as the camera body, is not shown in the region.
	Integer

	
	CameraCenterPoint 
	Spherical coordinate of the centre of circular image
Azimuth, elevation
	Integer
Integer

	
	CameraCenterTilt 
	Tilt angle of the centre of circular image
	Integer

	
	CameraCenterOffset
	XYZ offset values, in millimeters, of the focal centre of the fisheye camera lens from the focal center origin of the overall fisheye camera configuration
	Integer
Integer
Integer

	
	FieldOfView
	Spherical domain coverage of the circular image
	Integer

	
	NumberOfPolynomicalCoefficients
	Number of polynomial coefficients corresponding to the circular image
	Integer

	
	
	PolynomialCoefficientDistortion
	Polynomial coefficient value of distortion
	Integer


3. Proposal
It is proposed to adopt the support of fisheye video in VR Stream and to include the changes of an enclosed file into TS 26.118.
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