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1 Introduction
During SA4#94 the New Work Item “3GPP Virtual Reality Profiles for Streaming Media (VRStream)” in S4-170751 was agreed and afterwards approved in by SA plenary #77 in SP-170612.

The objective of this Study Item is to investigate the QoE parameters and metrics which may need to be reported by the client to the network for evaluation of user experience:

· Define a device reference model for VR QoE measurement points.

· Study key performance indicators that may impact the experience of VR service.

· Identify the existing QoE parameters and metrics defined in SA4 standards such as TS 26.247, TS 26.114 which are relevant to Virtual Reality user experience;

· Identify and define new QoE parameters and metrics relevant to Virtual Reality user experience, taking into consideration the use cases listed in TR 26.918, and any sources that show the relevance of new metrics, e.g. scientific literature, specifications/solutions from other standard organizations.

· Analyse potential improvements to the existing QoE reporting so as to better accommodate VR services.

· Provide recommendations to future standards work in SA4 on the QoE parameters and metrics and, as necessary, coordinate with other 3GPP groups and external SDOs, e.g. MPEG, ITU-T.
This document primarily addresses on what is happening in MPEG and addresses the definition of a device reference system following some initial work in MPEG.
2 Background
2.1
Basics on 3 Degrees of Freedom
Virtual reality is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application. Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio as shown in Figure XXX. 
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Figure XXX: Reference System
Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
VR users are expected to be able to look around from a single observation point in 3D space defined by either a producer (in the case of movie/entertainment content) the position of a capturing device(s) (in the case of live content). 

This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF).

· Tilting side to side on the X-axis referred to as Rolling
· Tilting forward and backward on the Y-axis, referred to as Pitching
· Turning left and right on the Z-axis, referred to as Yawing 
It is worth noting that this center point is not necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user 3 degrees of freedom. For a full 3DoF VR experience, such video content may be combined with simultaneously captured audio, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR). The third relevant aspect is the interactivity: Only if the content is presented to the user in its field of view in such a way that the movements are instantaneously reflected in the rendering (typically within less than 20ms), then the user will perceive a full immersive experiences. 

The initial focus is on the definition of the signals. Signals defined in this specifications are represented in a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications and 3D audio. The viewing and listing perspective is from the origin sensing/looking/hearing outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in Figure YYY.
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Figure YYY: Spherical surface coordinates ϕ, θ with yaw, pitch, and roll of the region of a sphere covered by the cropped output picture relative to the equator and 0 meridian
Depending on the applications or implementations, not all angles may be necessary or available in the signal. The 360 video and the 3D audio may have a restricted coverage as shown in Figure YYY.
Finally worth to mention, that for video, such a center point may exist for each eye, referred to as stereo signal. And obviously, the video consists of three color components, typically expressed by the luminance (Y) and two chrominance components (U and V).

2.2
Distribution System

The primary idea of the study is to look at encoding, distribution, storage and decoding and rendering of the 360 video signals and 3D audio signals as defined in clause 2.

Figure X considers a functional architecture for such scenarios. VR Content is captured by a VR Content provider and split in audio Ba and video in Bv on the interfaces. Both media come with metadata and are synchronized in time and space. The content is uploaded to a VR Service Provider Portal which stores the original footage. Then the content is prepared for distribution by pre-processing, encoding and file format/DASH encapsulation. Interface Da and Dv provide formats that enable encoding by existing media encoders. After media encoding, the content is made available to file format encapsulation engine as elementary streams E and the file format may generate a complete file for delivery or segmented content in individual tracks for DASH delivery over interface F. Metadata may be added. Content may be made available in different viewpoints, so the same content may be encoded in multiple versions. Content may also be encrypted.

At the receiving end, there is an expectation for the availability of a VR application that communicates with the different functional blocks in the receiver's VR service platform, namely, the delivery client, the file format decapsulation, the media decoding, the rendering environment and the viewport sensors. The reverse operations are performed. The communication is expected to be dynamic, especially taking into account the dynamics of sensor metadata in the different stages of the receiver. The delivery client communicates with the file format engine, and different media receivers decode the information and provide also information to the rendering.
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Figure 5: End-to-end Architecture for VR Services

Note that certain functionality (such as audio decoding and audio rendering) depicted in the VR Service Platform box above may in certain circumstances take place within the VR Application box, depending on the VR Service Provider’s needs and platform capabilities. However, there are benefits in enabling VR Applications to use a native VR Service platform for decoding and rendering to minimize latency, thermal impact, processing power and power consumption.

The key issue for this study is the identification of quality influencing factors.
3 Updated Status in MPEG

At MPEG#120, MPEG did a subdivision for two new parts of MPEG-i

· Metadata: 

· Target Dates: 
· CD
2018-01 
· DIS
2018-04
· FDIS
2018-10
· Rationale: ISO/IEC 23090-2 specifies a format for storage and real-time delivery of Immersive Media Formats with three degrees of freedom (3DoF). The document defines a significant amount of metadata that is also applicable in general context, for example for inclusion on other system layers, for inband delivery with video streams, for applications that want to make use of consistent metadata definitions or for local or network APIs that use consistently can refer to such metadata. 
Hence, this part specifies immersive media metadata that can be consistently used in different application and system environments. The metadata includes definition of coordinate systems, projection formats, texture-to-sphere mappings, coverage definitions, and rotation parameters.
· Metrics:

· Target Dates: 
· CD
2018-01 
· DIS
2018-04
· FDIS
2018-10
· Rationale: ISO/IEC 23090-2 specifies a format for storage and real-time delivery of Immersive Media Formats with three degrees of freedom (3DoF). Especially in streaming environments, a consistent monitoring of the quality observed by the user provides opportunities for service debugging, improvements and evaluation.
Hence, this part specifies immersive media metrics and measurement framework to enhance the immersive media quality and experiences. This part also includes a client reference model with observation and measurement points to define the interfaces for the collection of the metrics.
In addition, MPEG collected a set of metrics under consideration.
4 Considerations on Device Reference Model

Following the initial MPEG considerations, Figure 4‑1 shows an immersive media client reference model with potential observation points for metric observation. 
The model consists of a few key functional modules including network access, media processing, sensor, media presentation and controller. A VR client may be an OMAF player for file/segment reception or file access, file/segment decapsulation, decoding of audio, video, or image bitstreams, audio and image rendering, and viewport selection. 
The metrics computing and reporting (MCR) function aggregates the collectable data from various functional modules and may computes and derives the relevant metrics. Such metrics may then be reported to the metrics server or may or other devices interested and authorized to access such metrics. 
The metrics server or devices may use the metrics data to analyze the end user experience, measure client device capabilities, and evaluate the immersive system performance in order to enhance the overall immersive service experience across network, platform, device, applications and services.
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Figure 4‑1 – Immersive media metrics client reference model

The client reference model still needs full alignment with the OMAF client mode, but generally the five observation points can be classified as follows:
· Observation point 1 Network measurement: This observation point is equivalent to ISO/IEC 23009-1 observation point 1 as defined in Annex D.3.2.
· Observation point 2 DASH client metrics This observation point is equivalent to ISO/IEC 23009-1 observation point 2 as defined in Annex D.3.3.

· Observation point 3 Sensor data: this observation point is somehow new, but is aligned with previous considerations of user interactions.
· Observation point 4 Presentation Metrics This observation point is equivalent to ISO/IEC 23009-1 observation point 3 as defined in Annex D.3.4.

· Observation point 5 Device Information The VR client controller manages player capabilities such as display resolution, frame rate, field of view (FOV), eye to screen distance, lens separation distance, etc.
These observation points need careful consideration from several perspectives:

1) Do they reflect an actually accessible measurement points?
2) What are the detailed observable metrics?

3) How can these metrics be used to dervice relevant QoE centric metrics, preferably based on subjective measurements
All of these aspects need detailed investigations. Only if 3GPP carefully and diligently addresses these issues, the QoE work will be of relevance.
5 Proposal

Based on the document is proposed to define a very clear understanding of the use cases and considerations in FS_VR_QOE and work hard on the questions 1-3 in clause 4.
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