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1. Introduction
3GPP SA4 is conducting a study to understand how existing and new 3GPP media services can be supported in the 5G architecture [1]. In this document, we discuss a number of OTT media use cases that 5G should support. Then, we analyse how those use cases may be delivered by current (3GPP) technologies. Based on this, we identify some gaps in the available technologies and make a proposal on possible directions to address these gaps.
2. OTT media use cases in 5G
Future 5G-networks should be able to provide an IPTV-like experience for OTT mobile media delivery, for example by enabling live and high resolution video streaming. Additionally, they should be fit to support future media applications, like VR streaming. 
1. Live video streaming. A true live video streaming experience requires a short media buffer, in order to provide a stream as close as possible to the live edge. However, short buffers also reduce the resilience of the applications against changes or issues in the network, since the reaction time of applications to these changes may not be fast enough to avoid stalling occurrences in the video stream.
2. High resolution video streaming. This requires the network to allocate the necessary resources (e.g. bandwidth, caching) for a specific client and/or service, give the means to clients to find and use these resources, and enforce / control that each client is not using more than their allocated share of resources.
3. Future VR applications. Similar to the high resolution video streaming applications, future VR applications will have high bandwidth demands. Additionally, VR applications will also require low latency, in terms of motion-to-high-resolution, for example when viewport-dependent streaming is used.

3. Current (3GPP) technologies to address these requirements
The recently standardized Server and Network Assisted DASH (SAND) feature in TS 26.247 [2] and TS 26.233 [3] may be used to address the requirements of the above use cases. SAND defines message formats and interfaces among server, client, edge proxy and network elements toward enhancing streaming quality of experience (QoE). In particular, SAND in TS 26.247 is composed of three modes, namely namely ‘Proxy Caching’, ‘Network Assistance’ and ‘Consistent QoE/QoS’, and enables the following streaming enhancements: 

(i)    Streaming enhancements via intelligent caching, processing and delivery optimizations on the server and/or network side, based on feedback from clients on anticipated DASH Segments, accepted alternative DASH Representations and Adaptation Sets, client buffer level and requested bandwidth.
(ii)    Improved adaptation on the client side, based on network/server-side information such as cached Segments, alternative Segment availability, recommended media rate and network throughput/QoS.
For example, SAND provides a way to inform streaming clients about the current bandwidth allocated to them at any given time, which then is expected to enhance the client adaptation behavior. Relevant SAND messages for these use cases include the following: SharedResourceAllocation, SharedResourceAssignment, QoSInformation, Throughput.
4. Gaps in current (3GPP) technologies
Although SAND provides a good starting point to enable the use cases in Section 2, we observe that there are still several gaps on the use of SAND in an OTT service environment, for what concerns the interfaces of the DANE to other network elements, such as:

1. What information does the DANE need to obtain in order to advice/inform the media clients and how can the information be provided to it? For example: information on the bandwidth / latency in the Access Network, Core Network and Data Network towards the content source (may be origin or cache).
2. How should the information be exposed to the DANE? Here there will likely be a difference if the DANE is owned by the operator or by the OTT party. A DANE in the mode “network assistance”  and “consistent QoS” may belong to both an operator and an OTT party. A “proxy cache” DANE will likely belong to the OTT provider (or its CDN).

3. How can we ensure that once the DANE has decided e.g. a Shared Resource Allocation, that the resources are also actually available/reserved for those clients? This question is especially relevant for the High Resolution  and VR use cases mentioned above.
4. How can we ensure that a media application, such as a future VR streaming application, is served content by an edge cache (or “proxy cache” DANE) which is able to fulfil its requirements in terms of both bandwidth and latency?

Additionally, several SAND messages that are relevant for these use cases, such as QoSInformation and Throughput, are not part of the current 3GPP SAND modes. 

5. Multi-access Edge Computing (MEC)

To address the gaps above, it is desirable to enable mechanisms that expose real-time network information to a DANE, and to this goal ETSI MEC APIs can be considered. 
MEC offers application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the network. This environment is characterized by ultra-low latency and high bandwidth as well as real-time access to radio network information that can be leveraged by applications. Operators can open their Network edge to authorized third-parties, allowing them to flexibly and rapidly deploy innovative applications and services towards mobile subscribers, enterprises and vertical segments.

Currently, SA6 is exploring the feasibility of ETSI MEC APIs (application enablement aspects in ETSI GS MEC011 [4]) and API principles in ETSI GS MEC009 [5]) specifications) in the 3GPP environment, as documented in 3GPP TR 23.722 [6] on ‘Study on Common API Framework for 3GPP Northbound APIs’.  In this context, SAND can be an ETSI MEC application and a DANE can leverage availability of ETSI MEC APIs to further optimize streaming, i.e., via exposition of real-time network information in a SAND-based proxy/edge server (DANE) via ETSI MEC-based APIs. For instance, a DANE may retrieve RAN-level network information by calling the ETSI MEC APIs, and then use this information towards deriving the relevant SAND PER messages such as ‘QoSInformation’ and ‘Throughput’. Other such use of ETSI MEC APIs to support the DANE operation in the context of the various SAND modes may also be considered.
6. Proposal
It is proposed to make the following additions to the TR 26.891:

· Include use cases 1 and 2 from section 2 to the beginning of section 5 (“Mapping of Existing Media Services”), and use case 3 to section 6 (“Mapping of New Media Services and Verticals”) of the TR;
· Include the content of section 4 to section 5.2 (“Identified Issues in Mapping to 5G System”) of the TR;
· Include the content of section 5 to section 5.3 (“Potential Mapping to 5G System”) Of the TR.
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