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5
Methods Description
5.1
Description

The EVS codec uses multiple coding schemes to get the best coding efficiency. For the decoder, these different modes are defined by the parameters in the bit-stream. Methods based on comparison of decoded PCM signal that are close to bit exactness, could be used to assess the quality of EVS decoder implementation.

EVS encoder is using many different modes for encoding efficiency that are based on threshold decision. A non bit-exact computation of the threshold based decision may result in selecting a different mode, which may impact strongly the signal characteristic, without necessarily affecting the perceived quality. In this case analysis methods based on perceptual consideration could be more adequate to assess the encoder implementation
5.2
Signal Based Methods
5.2.1
General considerations

The reference PCM signals are taken from the decoded floating point test vector library of TS 26.444. The PCM signal under test are obtained by running the floating point bit-stream included in TS 26.444 through the Decoder under Test (Figure x1).  The reference decoder is the floating-point code of TS 26.443.
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Figure x1: Flow diagram for the decoder test using signal based metrics
All metrics are calculated on the reference PCM signal [image: image3.png]


 and the PCM signal under test [image: image5.png]X7 (t)



 based on 20ms frames. The frames of the two signals shall be time aligned, this means the delay compensation in EVS encoder and decoder remains ON (the default configuration).. Furthermore the frame processing is aligned with the encoded frame by adding the decoder delay. Table x1 shows the delay values used for the different sampling frequencies.

Table x1: Delay used for alignment of processing frames with encoded frames
	Sampling frequency
	8000 Hz
	16000 Hz
	32000 Hz
	48000 Hz

	Delay (samples)
	10
	37
	74
	111


The number of samples [image: image7.png]


 for a 20ms frame size is defined by [image: image9.png]N = f.-0.02



, where [image: image11.png]


 represents the sampling rate.

5.2.2
Weighted SNR

5.2.2.1 
Methodology

The segmental SNR method is derived from the decoder conformance used in ISO/IEC 14496-26. The SNR metric is extended by a weight of the current energy in the frame to attenuate contributions of low SNR values for very quiet frames. For each 20ms segment, the following values need to be calculated:

· Energy of reference signal:[image: image13.png]—y a2
Erer = X X255




· Energy of test signal:[image: image15.png]



· Noise energy:[image: image17.png]


  

· Reference signal power in dB:  [image: image19.png]



· Test signal power in dB:  [image: image21.png]_ {10[0910 (E%) if Epsr > 0
—160, else




· Signal to noise ratio [image: image23.png]snr = E
10l0g1o (M
“EntEPS



 with [image: image25.png]EPS = 1075




· 
· Weighted signal to noise ratio: [image: image31.png]WSNR = Py - snr




As EVS is a switched codec containing a LPC based speech coder and a MDCT based transform coder, the SNR values vary significantly depending on the used coding mode. Therefore, a constant threshold for the weighted SNR is not suitable but instead, a reference value per frame and test vector should be specified. The WSNR should be compared against the thresholds by

· [image: image33.png]WSNR(f,v) < (Texr(f,v) — SNRHEADROOM) - Pagr (f,v)



where [image: image35.png]


 is a 20ms frame index and [image: image37.png]


 is the test vector index

· 
This means, a potential conformance package needs to provide the [image: image47.png]Tsnr



 values for all test vectors and frames.
5.2.2.2 
Thresholds and Criteria

The threshold [image: image48.png]Tsnr



 can be computed by analyzing the output of various compilers The compilers used so far are:
· Macos Clang  x86_64: compile code (OPTIM=3 TARGET_PLATFORM=x86_64) 
· Linux 64bit with optimization level 3 with GCC: ARM  OPTIM=3

SNRHEADROOM is set to 3.3 dB for JBM test vectors and 3 dB for all other test vectors.
5.2.3
RMS error threshold

5.2.3.1 
Methodology

The RMS method is derived from the decoder conformance used in ISO/IEC 14496-26. The RMS error is calculated for each 20ms frame and compared to a threshold according to

· [image: image51.png]


[image: image53.png]p——
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5.2.3.2 
Thresholds and Criteria

Ideally the difference between fixed-point and floating-point implementation will be due to rounding in mathematical operation. One obvious value to choose for an RMS error threshold is to assume change on the last bit of the audio signal:
[image: image56.png]Trus = 20 - logso (2 ‘(;1))



 with [image: image60.png]



5.2.4
Spectral Distortion

5.2.4.1 
Methodology

The spectral distortion method can be conducted on a 20ms frame base by the following steps

· Calculate the absolute FFT spectrum of [image: image64.png]


 and [image: image66.png]X7sT



 using a Hanning window

· [image: image68.png]32768 @y _ j2mnk|
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· [image: image70.png]32768 vy _j2nnk|
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· 
with [image: image72.png]Ioto( ot
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     [image: image74.png]forn=0..N—1




For all spectral bins the distortion d is calculated according to the following pseudo code

cnt=0

for k=1..N/2-1
    if ([image: image76.png]Xoez(k)



==0 && [image: image78.png]Xrsr(k)



==0)

        X_Y = 1;

        Y_X = 1;

    else
        if ([image: image80.png]Xoez(k)



==0)

            X_Y = 0;

            Y_X = 2;

        else if ([image: image82.png]Xrsr(k)



==0)

            X_Y = 2;

            Y_X = 0;

        else
            X_Y = ([image: image84.png]Xoez(k)



 * [image: image86.png]Xoez(k)



) / ([image: image88.png]Xrsr(k)



 * [image: image90.png]Xrsr(k)



);

            Y_X = ([image: image92.png]Xrsr(k)



 * [image: image94.png]Xrsr(k)



) / ([image: image96.png]Xoez(k)



 * [image: image98.png]Xoez(k)



);

        end
    end
 
    COSH = (X_Y + Y_X - 2)/2;

        
    d = d + COSH;

    cnt = cnt+1;
end

d = d/cnt;
The distortion value [image: image100.png]


 is to be compared against a threshold.
5.2.4.2 Thresholds and Criteria
The frame will be considered as pass if [image: image104.png]d < Tsp and snr = maxSNR



 

with [image: image106.png]maxSNR =
{CDMAXSNR, if CDOMAXSNR > T,, — SNRHEADROOM — CDSNRHEADROOM

Tenr — SNRHEADROOM — CDSNRHEADROOM, else



 TSD is set to 6.6, CDMAXSNR is set to 0 and CDSNRHEADROOM is set to 10
5.2.5 Analysis flow and reporting
The three metrics are computed in a specific order, as shown in figure x2. Once a frame passes a metrics, the process is stopped and the next frame is analysed. The Weighted SNR metrics is computed on the frames failing the RMS error criteria. Similarly the Spectral Distortion metrics is computed on the frames failing the SWNR criteria.
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Figure x2: Flow chart for decoder tool
In each file if 99.5% of the frames pass, then the test signal is considered equivalent to the reference signal. All the test vectors need to pass for the implementation to be conformant.
In addition to the number of fail/pass test vectors, the statistics from the three methods should be displayed. Table x2 shows an example of reporting.

Table x2: Template for result presentation

	
	RMS
	WSNR
	Spectral Distortion

	Number of frames tested
	
	
	

	Number of frames passing
	
	
	

	Number of frames failing
	
	
	

	Ratio of frames passing 
	
	
	

	Ratio of frames failing
	
	
	


As part of conformance criteria, thresholds could be set for the ratio of frames passing with RMS and WSNR tests. An initial proposal is to set these thresholds to 47% and 95% respectively.
5.3 Perceptually Based methods

5.3.1 General Consideration

For perceptual metrics, the fixed-point code should be the target scores to achieve, as the fixed-point code is considered as the reference in TS 26.444. 

5.3.2 MOS-LQO validation
5.3.2.1 
General Methodology

EVS floating point standard has been validated using comparison of MOS-LQO scores between the fixed point implementation and the floating point implementation for various combinations of encoder / decoder [4]. The same methodology could be used to assess EVS floating-point implementations. For this validation, four combinations of encoder/decoder are used (3GPP EVS encoder/decoder executables are taken from TS 26.442): 

a): 3GPP fixed-point encoder and 3GPP fixed-point decoder (FX/FX),

b): floating-point Encoder under Test and floating-point Decoder under Test (FL/FL),

c): 3GPP fixed-point encoder and floating-point Decoder under Test (FX/FL), 

d): floating-point Encoder under Test and 3GPP fixed-point decoder (FL/FX)
The MOS-LQO scores are computed for each of the four cases using the decoded files and the original test files.

The test files are based on P.501 Annex D to be compliant with POLQA tool. 30 files representing various talkers and languages are used for each test conditions, and the average MOS-LQO scores are reported.

As the EVS extensive subjective test reported in TS 26.952 has been carried out using the fixed point implementation, the average MOS-LQO score obtained for scenario a) is considered the reference score. For the three other scenarios (b, c and d), the difference in MOS-LQO of a) are then computed,
· a) – b)

· a) – c)

· a) – d)
The difference a) – b) assesses the encoder + decoder floating-point implementation, the difference a) – c) assesses the decoder implementation and a) – d) assesses the encoder implementation.
Figure x3 represents the flow diagram to obtain the MOS-LQO in the various scenario.
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Figure x3: Flow diagram to obtain the MOS-LQO in the three scenario

5.3.3.2 Test cases
The differences are computed for various test conditions:

· All the codec modes of EVS

· All the bandwidths of EVS

· All the bit-rates of EVS, including bit-rate switching
· DTX ON or OFF

· Various levels: -26dB, -36dB, -16dB

· Various noise conditions

· Various impairment conditions

The files have been processed according to EVS-7c (EVS processing plan) for the various test conditions [5].
In all, 940 test conditions are assessed, representing 225,600 second of speech, or a little bit more than 62 hours.

5.3.3.3 Scores Reporting and analysis
The score difference for all the test conditions could be reported using template shown in table x3
Table x3: Template for result presentation

	Input signal
	Bandwidth
	Bit rate
	DTX
	Level
	FER/Profile
	 a) – b) 
	 a) – c) 
	 a) – d) 

	clean speech, noisy speech, mixed/music
	NB, WB, SWB, or FB
	e.g. 7,2
	off or on
	-26, -16, or -36 dBov
	No errors, 3%, 6%, or JBM profiles
	MOS-LQO(FX/FX) - MOS-LQO(FL/FL)
	MOS-LQO(FX/FX) - MOS-LQO(FX/FL)
	MOS-LQO(FX/FX) - MOS-LQO(FL/FX)


The distribution of the difference for the decoder under test should be similar to the distribution of the floating point standard decoder.

The histogram of the MOS-LQO difference can be plotted for the three scenarios (a)-b), a)-c), a)-d)). 

One way of assessing the distribution is to look at the mean, standard deviation, 95% percentile and maximum value.

Another option is to plot the Cumulative Distribution Frequency (CDF) of the MOS-LQO difference. In this case the absolute difference is used.
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6. Results

6.1 Experiment A
6.1.1 Compiler Options

In this experiment the code from TS 24.443 was compiled with various optimization levels to evaluate the sensitivity of the conformance tools. Intel compiler is used with three levels of optimization:

Opt_None: the code was compiled without any optimization.

Opt_Quality: the code was compiled with various optimization level depending on the file and functions to provide best computational performance while insuring quality.

Opt_Agg: the code was compiled with a very aggressive setting for computation performance, without checking on the possible consequences on quality 
The tests were done using a 32bits version of the Atom platform.
The 3GPP floating-point C80 reference code was also used as a reference

The methodology described in 5.2.3 was used to compute the difference in MOS-LQO scores. POLQA version 2.4 was used to compute the MOS-LQO scores. The POLQAswb mode was used with the level adjustment turn off.
6.1.2  Results
Table Y summarizes the results obtained for the 3 compiler version as well as the result obtained for the 3GPP C80 code (executable from TS 24.443). The average, Min and Max values, Standard deviation as well as the 95% percentile are displayed.
Table Y : Summary of MOS-LQO differences

	
	Metric
	Opt_None
	Opt_Quality
	Opt_Agg
	3GPP C80

	a) - b)
	AVG
	0.001
	0.001
	0.035
	0.001

	
	MIN
	-0.07
	-0.1
	-0.058
	-0.071

	
	MAX
	0.12
	0.109
	0.529
	0.108

	
	STD
	0.019
	0.02
	0.098
	0.019

	
	95%
	0.034
	0.036
	0.281
	0.034

	a) - c)
	AVG
	0.001
	0.001
	0.022
	0.001

	
	MIN
	-0.065
	-0.039
	-0.073
	-0.068

	
	MAX
	0.061
	0.056
	0.383
	0.061

	
	STD
	0.01
	0.01
	0.059
	0.01

	
	95%
	0.02
	0.018
	0.143
	0.019

	a) - d)
	AVG
	0.000
	0.001
	0.044
	0.001

	
	MIN
	-0.064
	-0.090
	-0.078
	-0.07

	
	MAX
	0.081
	0.162
	0.522
	0.114

	
	STD
	0.018
	0.02
	0.099
	0.019

	
	95%
	0.034
	0.034
	0.286
	0.036


Figure X1 to X3 show the histograms of the MOS-LQO difference for the three cases, a)-b), a)-c) and a)-d). The last point on the graph (difference above 0.18) represents accumulation between 0.18 and the maximum value.
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Figure x1: Histogram for a)-b) test case
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Figure x2: Histogram a) – c) test case
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Figure x3: Histogram a) – d) test case
Figure X4 to X6 show the Cumulative Distribution Frequency (CDF) of the absolute MOS-LQO difference for the three cases, a)-b), a)-c) and a)-d).
[image: image115.png]120.00%

100.00%

80.00%

60.00%

40.00%

20.00%

0.00%

MOS-LQO difference [a) - b)]

0.02

0.04 0.06 0.08 01 012

—e—Opt_Quality —@—Opt_Agg ——Opt_None

0.14 0.16

—8— 3GPPC80

0.18

02




Figure x5: CDF plot of MOS-LQO difference for a)-b)
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Figure x5: CDF plot of MOS-LQO difference for a)-c)
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Figure x6: CDF plot of MOS-LQO difference for a)-d)
As it can be seen the results for Opt_None and Opt_Quality are similar to the 3GPP float and could be considered similar to 3GPP fixed point version. 

However, Opt_Agg shows some clear outliers in the results. The outliers are not constrained to a particular mode or bandwidth but are present in all the experiments.

6.2 Experiment B

6.2.1 Compiler Options

The code has been compiled for x86_64 macOS 10.12.4 with various optimization levels to evaluate the sensitivity of the conformance tools. Two levels of optimization were used:
· O2: the code was compiled with the gcc O2 option, which should improve performance without affecting output. 

· Ofast: the code was compiled with gcc Ofast setting for computation performance, without checking on the possible consequences on quality 

Version C80 of the code was used. Note that gcc calls on macOS are mapped to clang, in this case clang 4.2.1. 

The methodology described in 5.2.3 was used to compute the difference in MOS-LQO scores. POLQA version 2.4 was used to compute the MOS-LQO scores. The POLQAswb mode was used with the level adjustment turn off.
Due to time constraints, only the Wideband and Super-Wideband experiments were conducted.

6.2.2 Results

Table Y2 summarizes the results obtained for the 2 compiler versions. The average, Min and Max values, Standard deviation as well as the 95% percentile are displayed.
Table Y2 : Summary of MOS-LQO differences

	
	Metric
	O2
	Ofast

	a) - b)
	AVG
	-0.002
	0.140

	
	MIN
	-0.114
	-0.076

	
	MAX
	0.071
	0.946

	
	STD
	0.021
	0.224

	
	95%
	0.043
	0.573

	a) - c)
	AVG
	0.001
	0.187

	
	MIN
	-0.034
	-0.030

	
	MAX
	0.056
	0.991

	
	STD
	0.011
	0.222

	
	95%
	0.024
	0.569

	a) - d)
	AVG
	-0.002
	0.022

	
	MIN
	-0.093
	-0.096

	
	MAX
	0.083
	0.374

	
	STD
	0.021
	0.062

	
	95%
	0.045
	0.121


Figure X7 to X9 show the histogram of the MOS-LQO difference for the three cases, a)-b), a)-c) and a)-d). The last point on the graph (difference above 0.19) represents accumulation between 0.18 and the maximum value.
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Figure X7: Histogram for a)-b) test case
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Figure x8: Histogram a) – c) test case
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Figure X9: Histogram a) – d) test case
Figure X10 to X12 show the Cumulative Distribution Frequency of the absolute MOS-LQO difference for the three cases, [a)-b)], [a)-c)] and [a)-d)].
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Figure x10: CDF plot of MOS-LQO difference for a)-b)
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Figure x11: CDF plot of MOS-LQO difference for a)-c)
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Figure x12: CDF plot of MOS-LQO difference for a)-d)
As it can be seen the results for O2 are similar to the acceptable results listed in 6.1.2 

However, Ofast shows some clear outliers in the results. 
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Conformance Process
7.1
Description

  [Editor’s Note: In this chapter we should discuss how the conformance process could be done. Also should describe how to do it for the decoder, encoder and encoder plus decoder.]
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Coverage Assessment
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�In MATLAB code:


x = x(:).*wdw(:)*32768;


y = y(:).*wdw(:)*32768;


 


X = fft(x,N);


Y = fft(y,N);


 


X = abs(X/1000);


Y = abs(Y/1000);





I guess the 32768 is due to MATLAB scaling and to align to 16bit PCM C-code. This can be removed. But we should define the input value range.





The 1/1000 needs to stay, however not sure this is coming from.
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No
WSNR < Tsnr.Pref
Yes
Compute SD
SD < Tsd
No
Yes
Frame Fail
No



Fixed-Point Encoder
Fixed-Point Decoder
Decoder under Test
POLQA
Reference wavefile
POLQA
MOS-LQO(FX/FX)
MOS-LQO(FX/FL)



Fixed-Point Decoder
Fixed-Point Encoder
Encoder under Test
POLQA
Reference wavefile
POLQA
MOS-LQO(FX/FX)
MOS-LQO(FL/FL)

Decoder under Test




Fixed-Point Decoder
Fixed-Point Encoder
Encoder under Test
POLQA
Reference wavefile
POLQA
MOS-LQO(FX/FX)
MOS-LQO(FL/FX)

Fixed-Point Decoder




Bitstreams (*.cod)
Ref Decoder
Decoder under Test
Tool(s)
Reference signal
Signal under Test



