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Proposal

We propose to include following text into the clause of definitions and reference system in TS 26.118. 
************************************  START OF CHANGES ***************************************
4
Architectures and Interfaces for Virtual Reality
4.1
Definitions and Reference Systems

4.1.1
Overview
Virtual reality is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application.

Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio as shown in Figure 4-1. 
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Figure 4-1: Reference System
Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
VR users are expected to be able to look around from a single observation point in 3D space defined by either a producer or the position of a capturing device(s). When VR media including video and audio is consumed with a head-mounted display or a smartphone, only the area of the spherical video and the part of the associated audio that correspond to the user’s viewport are rendered, as if the user were in the spot where the video and audio were captured. This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF). It mostly provides a user with 3 degrees of freedom (3DOF) from a center point in the 3D space. 
This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF). Following figure 4-1, 
· tilting side to side on the X-axis referred to as Rolling
· tilting forward and backward on the Y-axis, referred to as Pitching
· turning left and right on the Z-axis, referred to as Yawing 
It is worth noting that this center point is not necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user 3 degrees of freedom. For a full 3DoF VR experience, such video content may be combined with simultaneously captured audio, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR). The third relevant aspect is the interactivity: Only if the content is presented to the user in its field of view in such a way that the movements are instantaneously reflected in the rendering (typically within less than 20ms), then the user will perceive a full immersive experiences. 
4.1.2
Coordinate System
The coordinate system is specified for defining the sphere coordinates azimuth (() and elevation (() for identifying a location of a point on the unit sphere, as well as the rotation angles yaw ([image: image3.png]


), pitch ([image: image5.png]


), and roll ([image: image7.png]


). The origin of the coordinate system is usually the same as the center point of a device or rig used for audio or video acquisition as well as the position of the user’s head in the 3D space in which the audio or video are rendered. Figure 4-2 specifies principal axes for the coordinate system. The X axis is equal to back-to-front axis, Y axis is equal to side-to-side (or lateral) axis, and Z axis is equal to vertical (or up) axis. 
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Figure 4-2. Coordinate system 
The initial focus is on the definition of the signals. Signals defined in this specification are represented in a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video and 3D audio. The viewing and listing perspective is from the origin sensing/looking/hearing outward toward the inside of the sphere. Even though a spherical coordinates is generally represented by using radius, elevation, and azimuth, it assumes that a unit sphere is used for capturing and rendering of VR media. Thus, a location of a point on the unit sphere is identified by using the sphere coordinates azimuth (() and elevation ((). The spherical coordinates are defined so that ϕ is the azimuth and θ is the elevation. As depicted in Figure 4-2, the coordinate axes are also used for defining the rotation angles yaw ([image: image10.png]


), pitch ([image: image12.png]


), and roll ([image: image14.png]


). The angles increase clockwise when looking from the origin towards the positive end of an axis. 
The value ranges of azimuth, yaw, and roll are all −180.0, inclusive, to 180.0, exclusive, degrees. The value range of elevation and pitch are both −90.0 to 90.0, inclusive, degrees.

Depending on the applications or implementations, not all angles may be necessary or available in the signal. The 360 video may have a restricted coverage as shown in Figure 4-3. When the video signal does not cover the full sphere, the coverage information is described by using following parameters. 

· center azimuth: specifies the azimuth value of the center point of sphere region covered by the signal.
· center elevation: specifies the elevation value of the center of sphere region.
· azimuth range: specifies the azimuth range through the center point of the sphere region.
· elevation range: specifies the elevation range through the center point of the sphere region.
· tilt angle: indicates the amount of tilt of a sphere region, measured as the amount of rotation of the sphere region along the axis originating from the origin passing through the center point of the sphere region, where the angle value increases clockwise when looking from the origin towards the positive end of the axis.
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Figure 4-3. Restricted coverage of the sphere region covered by the cropped output picture.
Finally worth to mention, that for video, such a center point may exist for each eye, referred to as stereo signal. And obviously, the video consists of three color components, typically expressed by the luminance (Y) and two chrominance components (U and V). 
The local coordinate axes may be converted to the global coordinate axes by applying the following ordered sequence of X-Y-Z of extrinsic rotations:
· The XYZ rotates around the X axis by roll.
· The XYZ rotates around the Y axis by pitch.
· The XYZ rotates around the Z axis by yaw.
The coordination systems for all media types are assumed to be aligned in a VR Presentation. Rotation may be used for alignment of a local coordinate system to the global VR Presentation coordinate system.
4.1.3
Video Signal Representation

Commonly used video encoders cannot directly encode spherical videos, but only 2D textures. However, there is a significant benefit to reuse conventional 2D video encoders. Based on this, Figure 4-4 provides the basic video signal representation in the context of omnidirectional video in the context of this specification. By pre-processing, the spherical video is mapped to a 2D texture. The 2D texture is encoded with a regular 2D video encoder and the VR rendering metadata is encoded and provided along with the video bitstream, such that at the receiving end the inverse process can be applied to reconstruct the spherical video.

[image: image16.emf]Preprocessing

Sphere to Texture 

Mapping

Conventional 2D 

Video Encoder

2D Texture

VR Metadata 

Encoding

VR Rendering

Metadata

Video Bitstream

Coded Metadata

Conventional 2D 

Video Decoder

VR Metadata 

Decoding

2D Texture

VR Rendering 

Metadata

Postprocessing

Texture to Sphere 

Mapping


Figure 4-4 Video Signal Representation
Mapping of spherical video to a 2D texture signal is illustrated in Figure 4-5. The most commonly used mapping from spherical to 2D is the equirectangular mapping. The mapping is bijective, i.e. it may be expressed in both directions.
NOTE: The below Figure 4.5 will be updated with actually used projection maps in the context of specification. 
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Figure 4-5 Examples of Spherical to 2D mappings
Following the definitions in clause 4.1.2, the mapping of the color samples of 2D texture images onto a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth and θ is the elevation.
Assume a 2D texture with pictureWidth and pictureHeight, being the width and height, respectively, of a monoscopic projected luma picture, in luma samples and the center point of a sample location (i, j) along the horizontal and vertical axes, respectively, then for the equirectangular projection the sphere coordinates ((, () for the luma sample location, in degrees, are given by the following equations
( = ( 0.5 − i ÷ pictureWidth ) * 360
( = ( 0.5 − j ÷ pictureHeight ) * 180
Other mappings may be used and discussed further in the context of this specification. In addition to regular projection, other pre-processing may be applied to the spherical video when mapped into 2D textures. Examples include region-wise packing, stereo frame packing or rotation. This specification defines different pre- and post-processing schemes in the context of video rendering schemes. 
************************************  END OF CHANGES ***************************************
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