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Introduction
Targeting higher levels of automation and advanced driving, use cases including video and sensor data are being proposed. This contribution outlines technical issues in [1], where some of such use cases are not clearly understood from stage-3 point of view. SA4 is requested to assess the cases and if necessary, discuss with SA1 to clarify the intension of the use cases and their requirements.
Issues in TR 22.886

	Clause
	Descriptions & Requirements
	Questions & Comments

	5.4.1
	eV2X support for remote driving

Remote driving is a concept in which a vehicle is controlled remotely by either a human operator or cloud computing. 

For these buses, live video stream includes not only outside-bus image but also inside-bus image, so remote operators additionally need to react to more diverse scenario such as passengers getting on/off the bus.
	[a] What would be the required range (or coverage in distance or angle) of video, especially for those of outside-bus image?
[b] Would a single stream of outer view be enough? Typical driver would need the view of both sides and also of behind.
[c] Wouldn’t the two video streams require different QoS? For example, outside-bus image may require very low latency for control while inside-bus image may require more relaxed latency, as it would be used for monitoring cabin.
[d] By HD video, is the resolution assumed to be 1280 by 720 (720p)? However, 720p would take typically less than 5 Mbps, considering that 800-1000 kbps is typically set in MTSI for that resolution.

	5.4.2
	[PR.5.4-001] The 3GPP system shall support user experienced data rate up to 1 Mbps at DL and 20 Mbps at UL for UE supporting V2X application for an absolute speed of up to 250 km/h.

NOTE: The assumption is that H.265/ HEVC HD stream is up to 10 Mb/s and two video streams are delivered to a remote driver.
	

	5.11.1.1
	Information sharing for high/full automated driving
This use case is interpreted as an automated driving at the level of e.g. SAE Level 4 and Level 5 automation [38], where non-short inter-vehicle distance (e.g. >2sec * vehicle speed) is assumed and high-resolution data exchange is required.

The following applies for aspects of cooperative perception and cooperative manoeuvre.

- Cooperative perception: This use case requires sharing high resolution perception data (e.g., camera, LIDAR, occupancy grid) among vehicles in the same area.

- Cooperative manoeuvre: This use case requires sharing detailed planned trajectory among all involved vehicles via V2X for collaborative manoeuvre.
	[a] Would the video feed from vehicles driving ahead be helpful? For example, front-view of a moving truck may not provide any information on the cargo being dropped or fallen animals it collided, which may be fatal to the following vehicles.
[b] It is assumed that inter-vehicle distance is not short (e.g., > 2 s). Would there be an upper bound on the allowed distance, which may be necessary to limit the freshness of information?
[c] Would it be possible to maintain similar video quality when the heights of vehicles differ widely? Would there be a way to choose a video stream with better quality when multiple streams are available simultaneously?
[d] If the intention of this use case is to obtain the “information of the surrounding environment that cannot be obtained only from local sensors”, then would the video captured from a stationary location and broadcast to all vehicles be more effective and work regardless of the presence of vehicles ahead? The trajectory of vehicles may also be estimated by the network.

	5.11.1.3
	1. Each vehicle shares its high resolution perception data (e.g., camera, LIDAR, occupancy grid) and/or detailed planned trajectory with other vehicles. Each RSU shares its high resolution perception data with vehicles A, B, and C.

2. Each vehicle obtains the information of the surrounding environment that cannot be obtained only from local sensors and also obtains the planned trajectory of the other vehicles in proximity.
	

	5.16.1
	Video data sharing for assisted and improved automated driving (VaD)

The visual range of the driver is in some road traffic situations obstructed, for instance by trucks driving in front [26]. Video data sent from one vehicle to the other can support drivers in these safety-critical situations. Video data may also be collected and sent through a capable UE-type RSU.

But sharing pre-processed data, where objects are for instance extracted by an automatic object detection, is not sufficient, because the drivers’ decision on a manoeuvre is subject to their driving capability and safety preferences (distance between cars, velocity of vehicles in oncoming direction). 

Sharing high resolution video data better supports drivers to make the manoeuvre decision according to their safety preferences. However, sharing low resolution video data is not sufficient, as obstacles are not visible and might get overlooked. Additionally, video data compression needs to be avoided as it leads to higher delays.
	[a] The term “Video data sharing for assisted and improved automated driving (VaD)” seems to be generic and applicable to wider use cases including video.

[b] In the service flows described in 5.16.1.3, would the video be helpful to Vehicle B if Vehicle A is driving tightly between Vehicles C and D?
[c] Considering the very short distances between vehicles when this use case is effective, e.g., vehicles driving nose to tail, how can Vehicle B choose a vehicle that can feed the necessary video?

[d] What would happen if in congested lanes, multiple vehicles request application information (video) from multiple vehicles simultaneously? Would the PC5 interface somehow limit the number of video feeds on the air or allow regardless of quality as negotiated between vehicles?
[e] If video data compression needs to be avoided, would it be possible for PC5 to transport a single feed of uncompressed video, e.g., at 30 Hz & 720p, which would take about 663 Mbps (24-bit)? In systems such as WiGig, video can be transmitted without compression but such systems require much wider bandwidth and LOS.
[f] As in comment [d] of information sharing for high/full automated driving, video captured from stationary locations and broadcast to all vehicles, e.g., in a bird’s eye view [2], may be more effective and would work regardless of the presence of preceding vehicles.

	5.16.1.3
	- Vehicle A announces VaD capability on the application layer through periodic application message exchange via 3GPP V2X communication service.

- Vehicle B requests VaD application information from Vehicle A from message transfer via 3GPP V2X communication service.

- Vehicle A transmits VaD application data periodically.

- Vehicle B transmits VaD application message releasing from Vehicle A after having overtaken vehicle B or vehicle A stops to transmit data after a while.
	

	5.21.1.1
	Teleoperated support (TeSo)

While traffic safety as well as accident-free driving is the task of each connected autonomous vehicle, Teleoperated Support (TeSo) enables a single human operator to remotely control autonomous vehicles for a short period of time. TeSo enables efficient road construction (control of multiple autonomous vehicles from a single human operator), snow plowing e.g.

Remote control of vehicle (TeSo) has the following requirements on 3GPP network for V2X communication: 

- End-to-End latency less than 20ms for fast vehicle control and feedback

- 25 Mbps Uplink for video and sensors data sent from the vehicle and 1 Mbps downlink data rate for vehicle reception of application related control and command messages via 3GPP V2X communication service

- Reliability of 99.999 %, necessary to avoid application malfunctions
	[a] Is there any requirement of this use case not covered in the remote driving described in 5.4.1?

	5.25.1
	3D video composition for V2X scenario

This use case consists of multiple UEs supporting V2X application moving in an area. The UEs may belong to the same PLMN or different PLMNs. The UEs may also be camped in different cells. 

Those UEs have a camera and they take a video of the environment, and send this video to a server. The server can be in the cloud or in the near the UE point of attachment (i.e., mobile edge compute (MEC)). The server/MEC will then post-process the videos received and combine the information in order to create a single 3D video of the environment. The 3D video can then be used for analysis in different scenarios, such as sharing the video with end-users in a car race, evaluation of possible accident by law enforcement, etc. 

The UEs location information, allows the server to accurately represent the location, relative speed and distance of vehicles, pedestrians, and any objects in that area.
	[a] What is meant by 3D video? Typical 3D or stereoscopic video is generated using two correlated streams of video for the left and right eyes, and may require wearing special glasses.
[b] Would 3D video here mean multi-view video, where view point can be changed among some pre-defined choices, or omnidirectional video, where any view point can supported? In either case, not only would the video feeds need to be synchronized in time but also have to be spatially aligned to cover the intended environments, which may not be feasible with video feeds from independently driving vehicles. 
[c] To enable a composition, video would have to be captured at carefully aligned locations, directions, and coverages, e.g., by RSUs, which also would help more accurately representing pedestrians or any objects in that area. It may be possible to relax the requirement for location fixing, which may not be easily achievable with conventional geo positioning techniques using reference signals of eNodeBs or GPS, if video is captured at fixed location.  
[d] The bit-rate for 4K/UHD video may be required only in the downlink, if the high resolution of composite video is realized by processing smaller images streamed up.
[e] As the composite video can be used by multiple vehicles driving in a diversity of directions in an environment, the video can be broadcast via MBMS.
[f] Would there be any delay requirements?

	5.25.2
	[PR.5.25-001] The 3GPP system shall provide a mechanism so that a server outside the 3GPP domain is able to time-synchronize different videos received from different UEs, each UE having a maximum absolute speed of 250 Km/h.

[PR.5.25-002] The 3GPP system shall support a data rate of [10] Mbps in the uplink per UE (to support 4K/UHD video).

[PR.5.25-003] The 3GPP system shall support a mechanism for UEs to be able to calculate [50] absolute location fixes per second, with [TBD] meters of accuracy for each location fix. 

NOTE: This requirement is to support 250 Km/h (69 meters per second), so 50 location fixes per second implies one location fix every 1.4 meters.
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