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1 Introduction

In this contribution we provide a summary of (relatively) recent investigations conducted in Orange on spatial audio quality assessment; this summary is focused on results that are in the scope of the LiQuiMAS work item. This summary is provided to complement the current findings reported in TR 26.861.
A review of spatial audio quality assessment can be found in [6]. The study of spatial audio quality assessment brings up two open issues:

- The identification of perceptual dimensions that represent spatial perception (e.g. timbre, source location, naturalness/realism, etc.)

- The development/selection of test methodologies to measure perception according to the different dimensions

We review both issues separately in the following sections.

2 On audio attributes and categories
2.1 Audio attributes in ITU-R recommendations

Existing test methodologies such as ITU-R BS.1116-3 or BS.1534-3 focus on so-called basic audio quality (BAQ). It can be noted these specifications list additional attributes that may also be used such as: Stereophonic image quality for stereo systems, Front image quality and Impression of surround quality for multichannel systems, Timbral quality, Localization quality (with subcategories), Environment quality (with subcategories) for advanced systems. However, only BAQ is typically used, which is not sufficient to evaluate spatial audio quality.
Furthermore there is the general recommendation in both ITU-R BS.1116-3 and BS.1534-3:

"Only one attribute should be graded during a trial. When assessors are asked to assess more than one attribute in each trial they can become overburdened or confused, or both, by trying to answer multiple questions about a given stimulus. This might produce unreliable grading for all the questions. If multiple properties of the audio are to be judged independently, it is recommended that basic audio quality be evaluated first."

It was found in [8] that these existing test methodologies have some bias in terms of anchors (low/medium quality references which are not necessarily relevant or sufficient), presence of an explicit reference (which implies the focus is on fidelity more than on quality), and grading scale interpretations (meaning for translated labels depending on languages).

It should also be noted that ITU-R BS.1285, which has also been used in ITU-T SG12 for some subjective tests, refers to attributes defined in ITU-R BS.1116.

2.2 Audio attributes and categories from a lexical study

Some audio attributes, such as coloration, brightness, distortion, localization have been listed to complement basic audio quality. However it is difficult to include them in a listening test due to issues with their definitions and understanding by subjects. These issues can be reduced by using categories.
In [1], a study was conducted to reduce the number of categories for (spatial) audio quality assessment. The planned application was the integration of categories into audio quality assessment tests, especially for codecs, rendering or capture systems, etc. It is important to note that the study was only lexical, based on semantic tests, i.e. subjects did not listen to sounds, subjects had to rely on their "every day" listening experience.  
Two experimental methods, multidimensional scaling (MDS) and free categorization, were used and a clustering analysis was applied on the results. For free categoriation, subjects had to group 28 attributes into families. For MDS, subjects had to rank the similarity between couples of attributes (e.g. stability vs. reverberation).

In both cases the clustering gave three categories: timbre, space and artefacts (called "defects" in [1]). Timbre and space categories have been identified in previous work (prior to [1]). One rationale for identifying the artefacts category is that codec artefacts were explicitly included. The identified categories include the following attributes:

· Timbre

· sound color, e.g. bright- ness, tone color, coloration, clarity, hardness, equal- ization, richness 

· homogeneity, stability, sharpness, realism, fidelity and dynamics

· Space: depth, width, localization, spatial distribution, reverberation, spatialization, distance, envelopment, immersion 

· Artefacts: noise, distortion, background noise, hum, hiss, disruption
It should be noted that attributes and categories refer in this context to different concept in [1]: an audio attribute refers to terms used to qualify listening experience, while a category is obtained after clustering, which is by nature more generic, less subject to misinterpretation by subjects. The meaning of categories may potentially overlap.

2.3 Attributes related to binaural rendering

For the purpose of developing tools to offer a personalized binaural listening experience, the identification of audio attributes for binaural listening with non-individualized HRTFs has been studied in [2,3]. in [2] verbal exploration (elicitation) was used and it resulted in 12 attributes:
· Externalization
· Immersion 

· Spectral modification (bass / treble)

· Realism

· Depth of sound field

· Localization accuracy

· Lateral location

· Elevation

· Front/back location

· Reverberation

· Sound level

· Depth
 In [3] MDS was used with a database of 46 HRTFs and 10 expert listeners to build a "perceptual space"; this study identified 4 categories (perceptual dimensions):

· spectral modification (amount of high frequencies)

· spaciousness/volume/width of audio scene

· spatial centroid

· depth/distance of objects

The identification of corresponding objective criteria was left for further study.
A comprehensive review of perceptual dimensions for binaural listening can be found in [4] where a difference is made between physically-related attributes (timbre, source location, width, room effects) and psychoacoustic/emotive attributes (naturalness, ability to discriminate sounds, emotion).
3 On subjective test methodologies
3.1 Choice of listening instrument: loudspeakers vs. headphones
Spatial audio testing can be conducted over loudspeakers or headphones. If loudspeaker rendering is used, one has to pay attention on the different layouts and room effects, which may differ from one lab to another. For this reason, the focus in [1,3,4,5,7,8] has been on listening over headphones. This focus is consistent with the way most subjective tests have been conducted for telephony/conversational applications.

Listening to spatial audio over headphones brings up the issue of how binaural reproduction is realized, and in particular the selection of HRTFs (non-individual, personalized or individual). We would recommend to study this issue in LiQuiMAS.
3.2 Methodology used to evaluate the binaural rendering of different audio capture systems

In [5] a test methodology was developed to rank spatial audio capture systems (native binaural recording using dummy heads, AB stereo, multichannel arrays, ambisonic microphones, mixing based on spot microphones). All audio samples were rendered on headphones and binaural rendering used non-individualized HRTFs. The objective was to evaluate and compare binaural rendering of audio formats captured with 13 different methods, and to evaluate the "robustness" of capture methods with respect to binaural rendering. It is important to note that the influence of personalized or individual HRTFs was not evaluated. Moreover, not all capture systems were used at the same time during recording phase, different sessions took place and the variability of recorded was kept minimal.
 To take into account the multidimensional nature of spatial audio quality assessment, the listening experiments were to split in two tests:

- A localization test (test 1) where each test condition was associated with a given audio capture system: the task was to identify sources, indicate their positions and potential movements and subjects had to draw the answer on a paper sheet with a specific framework. In addition, there was also a basic questionnaire asking about realism, spatial accuracy, spaciousness and maximum perceived distance.
- A preference test (test 2) with a questionnaire (listing 10 possible attributes related to binaural listening - subjects had to indicate if the definition was understandable and if the attribute was used to assess preference). A binaural dummy head (KU100) was selected as the reference system and subjects had to evaluate their level of preference between A and REF on a 7-degree rating scale. Each pair was presented twice in a different order.
Naive and experienced / expert listeners participated in these 2 tests. The main criterion used to analyze localization test results was the ratio between correct and incorrect localization. For the preference test, the consistency between scores from double presentation was analyzed and the average preference score was computed. Interestingly, the reference system (KU100) was the preferred capture system for quality (in test 2), however it did not give the highest localization scores. It was concluded in [5] that the overall perception of audio scenes (as evaluated in test 2) may not depend on how well systems reproduce sounds in terms of location of real/recorded scenes (as evaluated in test 1).
It was also concluded in [5] that the choice of a spatial audio solution will strongly depend on the target (e.g. reproduce sounds at specific expected/real locations as in video games, or render sound to favour immersion, timbre, accuracy, etc.). Furthermore the use of a preference test had the advantage that it avoids defining grading scales / attributes that are still an open issue when trying to characterize correctly the multidimensional perception of spatial audio scenes. 
3.3 Extended MUSHRA methodology with anchors to cover multiple degradations/categories
In [1] four categories of attributes have been identified: "overall quality", "timbre", "space", and "artefacts". In [7] a listening test using binaural audio was decomposed in two sessions. The first one was the evaluation of the overall quality and the second one was the simultaneous assessment of the 3 attributes (“timbre”, “space” and “artefacts”). The protocol was inspired from ITU-R BS.1534. Still, the test included no explicit reference, the original version was only an hidden reference. 

The development of relevant anchors for multidimensional quality evaluation was addressed. The test included 3 anchors, each one focused on an given attribute (timbre, space and artefacts): 3.5 kHz low-pass filtered anchor, pink noise with clicks, and alternated channel inversion / mono / original. It was found in investigations that the choice of anchors, especially for the "space" attribute is important to ensure that the associated scores for anchors is not too high and has limited variance across items - for instance L/R inversion can have a limited impact on some items, with a score strongly varying depending on items; some improved anchors for the "space" attribute may include a reduced (squeezed) spatial and rotated image. It was also shown also be possible to combine different degradations to have a single anchor (e.g. add noise and clicks, apply fluctuating image, and low-pass filtering) without affecting the scores in different categories.
Note that subjects were instructed to rank at least one of the test sequences at the highest quality level and there was no explicit reference, to focus on quality (and not fidelity).
More details on test results and their analysis (e.g. correlation between the 3 attributes and overall quality) can be found in [7]. Linear regression analysis on scores gave the equation
OQ (Overall Quality) = 0, 67 artefacts+0, 5 timbre+0, 29 space−0.45 

which tends to show that the 'artefacts' category has a dominant impact in overall quality for the tested conditions (incl. HE-AAC at 40 kbit/s, AMR-WB+ at 40 kbit/s, MP4 at 64 kbit/s, AAC at 32 kbit/s).

4 Conclusion

We proposed to capture the previous summary in TR 26.861 and take this information into account for the LiQuIMAS work. 

References

[1] S. Le Bagousse, M. Paquier, C. Colomes, Categorization of sound attributes for audio quality assessment - a lexical study, Journal of the Audio Engineering Society, Audio Engineering Society, 2014, 62 (11), pp.736-747

[2] L. Simon, N. Zacharov, B. Katz, Perceptual attributes for the comparison of head-related transfer functions, The Journal of the Acoustical Society of America 140, 2016 
[3] P.Y. Michaud, R. Nicol, Measurement of QoE for spatial audio: example of binaural sound with the BiLi project (in French), JISFA, 2015
[4] R. Nicol et al., A Roadmap for Assesssing the Quality of Experience of 3D Audio Binaural Rendering, Proc. of the EAA Joint Symposium on Auralization and Ambisonics, 2014

[5] R. Nicol et al., Comparative study of rendering for different spatial audio capture techniques after binauralization (in French), CFA / VISHNO, April 2016
[6] S. Le Bagousse, M. Paquier, C. Colomes, State of the art on subjective assessment of spatial sound quality, AES (Audio Engineering Society). 38th International Conference: Sound Quality Evaluation, Jun 2010
[7] S. Le Bagousse, M. Paquier, C. Colomes, and S. Moulin. Sound Quality Evaluation based on Attributes - Application to Binaural Contents, Proceedings of 131st AES Convention, 2011. 

[8] S. Zielinski et al., Potential biases in MUSHRA listening tests, Proc. 123th AES Convention, 2007


Page: 1/5


Page: 5/5

