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1 Introduction and Summary
In this contribution, we present a client reference model for VR streaming applications. The logical components of the client model and list of metadata used for rendering of VR video are proposed for the inclusion in TS26.118.
2 Client Reference Architecture
The figure 1 illustrates the streaming client reference model for VR streaming applications. It includes four modules; 3GP-DASH Access Engine, File Decoder, VR Rendering Engine, and Sensor. 
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Figure 1. Client Reference Model 
· The 3GP-DASH Access Engine receives the Media Presentation Description (MPD), constructs and issues requests and receives Segments or parts of Segments. The output of the 3GP-DASH Access Engine consists of media in container formats according to the ISO/IEC 14496-12 ISO Base Media File Format and specifically the 3GP file format. In addition, timing information is provided that maps the internal timing of the media to the time line of the Media Presentation [3GP-DASH].
· The File Decoder consists of two sub-modules; the File Parser and the Media Decoder. The File Parser processes the File or Segments, extracts elementary streams, and parses the metadata. The output of the File Parser consist of coded bitstreams and metadata which is used for the rendering. The Media Decoder decodes audio, video, image, or timed text bitstreams into the decoded signals. The output of the File Decoder consists of decoded signals and rendering metadata.
· Sensor extracts the current viewing orientation or the viewport according to the user’s movement. The current viewing orientation is determined by the head tracking and possibly also eye tracking functionalities. With the viewing orientation, the current viewport is determined by horizontal/vertical field of view of the screen of a head-mounted display or any other display device.
· The VR Rendering Engine includes modules for sphere mapping and viewport presentation generation. For video and image, textures from decoded signals are projected to the sphere with additional metadata received from the File Decoder. During the mapping, a sample of the decoded picture is remapped to a position on the unit sphere. When applicable, the post-processing, e.g., guard-band processing to mitigate visual artifacts such as seams, is also performed. Likewise, the decoded audio signals are represented in a spherical domain. The viewport presentation, which includes the appropriate part of video and audio signals for current viewing orientation or viewport, is generated by synchronizing and spatially aligning the rendered video and audio
Besides being used by the VR Rendering Engine to render the appropriate part of decoded video and audio signals, the current viewing orientation or viewport may also be used by the Access Engine or the File Decoder for access and decoding optimization. 
Based on the above client reference model, the following metadata is used for enabling the VR Rendering Engine to render the decoded video signal.
· the projection format of the projected picture, 
· the area of the spherical surface covered by the picture (when applicable),
· the rotation information (when applicable),
· region-wise packing information (when applicable), 
· initial viewing orientation that should be used for playback (when applicable) 
· recommended viewport (when applicable)
· fisheye-specific rendering metadata (when the fisheye video is used)
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