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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This specification provides technologies for interoperable Virtual Reality services with focus on streaming and consumption.
Virtual Reality (VR) is the ability to be virtually present in a space created by the rendering of natural and/or synthetic image and sound correlated by the movements of the immersed user allowing interacting with that world. 

Suitable media formats for providing immersive experiences are specified to enable Virtual Reality Services in the context of 3GPP bearer and user services.
1
Scope

The present document defines interoperability points for Virtual Reality for streaming services. Specifically, this document defines rendering scheme requirements, media profiles and presentation profiles for Virtual Reality. The specification builds on the findings and conclusions in TR 26.918 [2].
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TR 26.918: "Virtual Reality (VR) media services over 3GPP".
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3DOF
3 Degrees of freedom

6DOF
6 Degrees of freedom

DASH
Dynamic Adaptive Streaming over HTTP

ERP
Equirectangular projection

FOV
Field of view

HMD
Head Mounted Display

HOA
High Order Ambisonics

HRTF
Head-related transfer function
OMAF
Omnidirectional MediA Format

VR
Virtual Reality
4
Architectures and Interfaces for Virtual Reality
4.1
Definitions and Reference Systems
4.1.1
Overview
Virtual reality is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application.

Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio as shown in Figure XXX. 
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Figure XXX: Reference System
Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
VR users are expected to be able to look around from a single observation point in 3D space defined by either a producer (in the case of movie/entertainment content) the position of a capturing device(s) (in the case of live content). 

This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF).

· Tilting side to side on the X-axis referred to as Rolling
· Tilting forward and backward on the Y-axis, referred to as Pitching
· Turning left and right on the Z-axis, referred to as Yawing 
It is worth noting that this center point is not necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user 3 degrees of freedom. For a full 3DoF VR experience, such video content may be combined with simultaneously captured audio, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR). The third relevant aspect is the interactivity: Only if the content is presented to the user in its field of view in such a way that the movements are instantaneously reflected in the rendering (typically within less than 20ms), then the user will perceive a full immersive experiences. 

The initial focus is on the definition of the signals. Signals defined in this specification are represented in a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications and 3D audio. The viewing and listing perspective is from the origin sensing/looking/hearing outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in Figure YYY.
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Figure YYY: Spherical surface coordinates ϕ, θ with yaw, pitch, and roll of the region of a sphere covered by the cropped output picture relative to the equator and 0 meridian
Depending on the applications or implementations, not all angles may be necessary or available in the signal. The 360 video and the 3D audio may have a restricted coverage as shown in Figure YYY.

Finally worth to mention, that for video, such a center point may exist for each eye, referred to as stereo signal. And obviously, the video consists of three color components, typically expressed by the luminance (Y) and two chrominance components (U and V).
The projection structure in this specification is a unit sphere. The coordinate system specified in this clause can be used for defining the sphere coordinates azimuth (() and elevation (() for identifying a location of a point on the unit sphere, as well as the rotation angles yaw ([image: image6.png]


), pitch ([image: image8.png]


), and roll ([image: image10.png]


). 
The value ranges of azimuth, yaw, and roll are all −180.0, inclusive, to 180.0, exclusive, degrees. The value range of elevation and pitch are both −90.0 to 90.0, inclusive, degrees. The local coordinate axes may be converted to the global coordinate axes by applying the following ordered sequence of X-Y-Z of extrinsic rotations, which are also shown in Figure 4.2:
· The XYZ rotates around the X axis by roll.
· The XYZ rotates around the Y axis by pitch.
· The XYZ rotates around the Z axis by yaw.
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Figure 4-2 – The conversion of the local cooridnate axes to the global coordinate axes
The coordination systems for all media types are assumed to be aligned in a VR Presentation. Rotation may be used for alignment of a local coordinate system to the global VR Presentation coordinate system
1.2 4.1.2
Video Signal Representation

Commonly used video encoders cannot directly encode spherical videos, but only 2D textures. However, there is a significant benefit to reuse conventional 2D video encoders. Based on this, Figure 4-1 provides the basic video signal representation in the context of omnidirectional video in the context of this specification. By pre-processing, the spherical video is mapped to a 2D texture. The 2D texture is encoded with a regular 2D video encoder and the VR rendering metadata is encoded and provided along with the video bitstream, such that at the receiving end the inverse process can be applied to reconstruct the spherical video.
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Figure 4-1 Video Signal Representation
Mapping of spherical video to a 2D texture signal is illustrated in Figure 4-1. The most commonly used mapping from spherical to 2D is the equirectangular mapping. The mapping is bijective, i.e. it may be expressed in both directions.
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Figure 4-2 Examples of Spherical to 2D mappings
Following the definitions in clause 4.1.1, the mapping of the color samples of 2D texture images onto a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) following clause 4.1.1.
Assume a 2D texture with pictureWidth and pictureHeight, being the width and height, respectively, of a monoscopic projected luma picture, in luma samples and the center point of a sample location (i, j) along the horizontal and vertical axes, respectively, then for the equirectangular projection the sphere coordinates ((, () for the luma sample location, in degrees, are given by the following equations
( = ( 0.5 − i ÷ pictureWidth ) * 360
( = ( 0.5 − j ÷ pictureHeight ) * 180
Other mappings may be used and discussed further in the context of this specification. In addition to regular projection, other pre-processing may be applied to the spherical video when mapped into 2D textures. Examples include region-wise packing, stereo frame packing or rotation. This specification defines different pre- and post-processing schemes in the context of video rendering schemes. For more details refer to clause 4.4 and clause 5.1.
4.1.3
Audio Signal Representation

<tbd>
4.2
End-to-end Architecture
<end-to-end architecture – aligned with Fig 4.24 in TR26.918>
4.3
Client Reference Architecture

<Streaming client, file format client, application, decoder, rendering, interfaces/APIs>
4.4
Rendering Schemes and Media Profiles
This specification provides several interoperability points that may be referred external specifications. Two key elements are 
· Media profiles providing DASH, file format and elementary stream constraints for a single media type
· Scheme types for post-decoder processing of decoder output signals together with rendering metadata.
Both features provide clear requirements for interoperability for receiver. Figure 4-5 provides an overview on this.
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Figure 4‑5 – Interoperability aspects for 3GPP VR Profiles

A media profile for timed media is defined as requirements and constraints for a set of one or more ISOBMFF tracks of a single media type. The conformance of a set of one or more ISOBMFF tracks to a media profile is specified as a combination of:

· Specification of which sample entry type(s) are allowed, and which constraints and extensions are required in addition to those imposed by the sample entry type(s).

· Constraints on the samples of the tracks, typically expressed as constraints on the elementary stream contained within the samples of the tracks.

The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.

Each video media profile specified in this specification includes a file decoding process such that all file decoders that conform to the video or image media profile will produce numerically identical cropped decoded pictures when invoking the file decoding process associated with that video or image media profile for a set of ISOBMFF tracks conforming to the video media profile or a set of ISOBMFF image items conforming to the image media profile, respectively. A bitstream that conforms to the elementary stream constraints specified for the video media profile is reconstructed as an intermediate product of the file decoding process. Output of the file decoding process consists of all of the following:

· a list of decoded pictures;

· for projected omnidirectional video VR rendering metadata

A file decoder conforms to the file decoding process requirements of this document when it complies with both of the following:

· The file decoder includes a conforming decoder that produces numerically identical cropped decoded pictures to those produced by the file decoding process specified for the video or image media profile in clause 10 (with the correct output order or output timing, as specified in the video or image coding specification of the video or image media profile, respectively).

· The file decoder outputs rendering metadata that is equivalent to that produced by the file decoding process specified for the video or image media profile in clause 10 (with the correct association of the rendering metadata to particular cropped decoded pictures, as specified in this document).

A player claiming conformance to a video or image media profile shall include a file decoder complying with the file decoding process of that video media profile as specified above. While the player operation, with the exception of the file decoding process, is not specified normatively in this document, specifications of a media profile may include an informative clause on expectations of a player operation, for example including recommendations for rendering.
Each audio profile specified in clause 6 includes a file decoding process such that all file decoders that conform to the audio profile will produce an output according to the specification of the file decoding process. For audio, the conformance of the output signal is defined by the file decoding process. The output of the file decoding process provides a signal that can be represented in the reference system.
In addition to the interoperability on track level, also a DASH level interoperability for each media profile is added. This interoperability includes the signalling and content generation, such that by dynamic switching based on network constraints or sensor input a conforming 3GPP VR Track for this media profile may be obtained.

4.5
Overview of this Specification

<provides an overview of the specification and the defined interoperability aspects based on the discussion in this document>
5
Video Enablers
5.1
Video Rendering Schemes
<Provides an overview of video rendering schemes, post processing details such as ERP, CMP, packing, rotation>
5.2
Media Profiles
5.2.1
Viewport-Independent Video Media Profile

<provides a media profile for which the decoding is independent of the viewport>
5.2.2
Viewport-Dependent Video Media Profile

<provides a media profile for which the decoding is depends of the viewport>
5.3
ISO BMFF Integration
<provides file format integration of the different media profiles>
5.4
DASH Integration
<provides DASH integration of the different media profiles>
6
Audio Enablers
6.1
Audio Metadata and Rendering
<Provides an overview of audio rendering schemes>
6.2
Media Profiles

<provides a media profiles for audio>
6.3
ISO BMFF Integration

<provides file format integration of the different media profiles>
6.4
DASH Integration

<provides DASH integration of the different media profiles>
7
Metadata
<provides VR Stream relevant metadata>
8
VR Presentation

8.1 Definition

<provides definition of a VR presentation that combines all media tracks of a VR offering>
8.2 File Format Integration

<provides a file format integration of a VR Presentation>
8.3 DASH Integration

<provides DASH integration of a VR Presentation>
Annex <A> (normative):
<Normative annex title>

Annexes are only to be used where appropriate:
Annex <B> (informative):
<Informative annex title>

Annexes are labelled A, B, C, etc. and designated either "normative" or "informative" depending on their content (informative annexes do not comprise requirements for the implementation of the specification).

B.1
Heading levels in an annex

Heading levels within an annex are used as in the main document, but for Heading level selection, the "A.", "B.", etc. are ignored. e.g. B.1.2 is formatted using Heading 2 style.

Bibliography

The Bibliography is optional. If it exists, it shall follow the last annex in the document.

The following material, though not specifically referenced in the body of the present document (or not publicly available), gives supporting information.

Bibliography format

-
<Publication>: "<Title>".

OR

<Publication>: "<Title>".

Annex <X> (informative):
Change history
	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	2017-10-03
	SA4#95
	S4-170797
	
	
	
	Initial Version
	v0.0.1

	2017-10-12
	SA4#95
	S4-170978
	
	
	
	Agreements during SA4#95
	V0.1.0


_1572147758.vsd
Preprocessing
Sphere to Texture Mapping


Conventional 2D  Video Encoder


2D Texture


VR Metadata  Encoding


VR Rendering Metadata


Video Bitstream


Coded Metadata


Conventional 2D  Video Decoder


VR Metadata  Decoding


2D Texture


VR Rendering Metadata


Postprocessing
Texture to Sphere Mapping



_1572151682.vsd
Other Media


Rendering Metadata


Rendering Metadata decoder


File Decoder


Texture to sphere mapping


 Decoded Output Signal (Texture)


Synchronized and Spatially-aligned Presentation


Rendered  Viewport


Conforming decoder


Sensor
Viewport


3GPP VR Track


3GPP VR Scheme


3GPP VR Media Profile


DASH Client


Multi-track to single track mapping:
Switching, Viewport Selection, etc.


MPD and Segments for Video Media component



_1568646274.vsd
Roll


Yaw


Pitch


Z


Y


X



