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1 Introduction
During SA4#94 the New Work Item “3GPP Virtual Reality Profiles for Streaming Media (VRStream)” in S4-170751 was agreed and afterwards approved in by SA plenary #77 in SP-170612.

The objective of this work item is to define the relevant media and protocol enablers for the set of VR Streaming use cases related to UE consumption of managed and third party VR content as documented in TR26.918. Specifically, the following topics are addressed:
1. Define the necessary presentation and media profile(s) to address the objectives of the use cases on VR Streaming in TR 26.918, clauses 5.3 and 5.4, taking into account the recommended assumptions and conclusions in TR 26.918.

2. Define the enablers for PSS-based download and streaming of a 3GPP VR Presentation
3. Define the enablers for MBMS streaming and MBMS-based download delivery of a 3GPP VR Presentation
4. Provide suitable optional extensions (such as metadata) to support an improved VR experience,
5. Document content generation and content consumption guidelines, taking into account a reference client architecture that provides: (a) the signalling and processing steps for download delivery, (b) PSS delivery, (c) interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers).
There is a preference for solutions that enable harmonization with broader industry consensus, such as MPEG or VR-IF.
This document primarily addresses the status in MPEG and VR-IF in order to harmonize the work and avoid unnecessary fragmentation.
This document builds on the status report during SA4#95 in S4-170789.
2 Status MPEG
2.2 Summary

In MPEG, the following activities are happening:

· OMAF FDIS will be issued from MPEG#120 on December 1st. Below a summary of the updates that happened during MPEG#120 based on the OMAF AHG chair and the MPEG press release.
· JCT-VC is fully aligned with OMAF.
· MPEG-I phase 1b requirements for the next phase of OMAF have been progressed, and will be finalized during MPEG#120
· Multiple activities started on MPEG-I phase 2 including PCC, Lightfields, etc. On PCC, the summary of the MPEG press release is provided below.
2.3 Updates on OMAF

List of updates from OMAF SoDIS to FDIS:
· Profiles

· The SoDIS includes two video media profiles (HEVC viewport-independent baseline profile and HEVC viewport-dependent baseline profile) and two audio media profiles (OMAF 3D audio baseline profile and OMAF 2D audio legacy profile).

· In the FDIS, the above four media profiles have been updated, and the following presentation and media profiles would be added:

· Five more media profiles

· One more video media profile: AVC viewport-dependent profile

· Two image media profiles

· HEVC 360 image profile

· JPEG 360 image profile

· Two time text media profiles

· IMSC1 timed text profile

· WebVTT timed text profile

· Two presentation profiles

· OMAF viewport-independent baseline presentation profile, which supports

· HEVC viewport-independent baseline profile

· OMAF 3D audio baseline profile

· OMAF viewport-dependent baseline presentation profile, which supports

· HEVC viewport-dependent baseline profile

· OMAF 3D audio baseline profile

· Projection: still ERP and CMP, no change

· Rotation: no change

· Region-wise packing (RWP): some minor updates and bug fixes only

· Added a constraint that requires that packed_picture_width and packed_picture_height are a multiple of the width and height of the cropped decoded picture, respectively.

· Used 32 bits instead of 16 bits for projected picture/region parameters

· Clarified the semantics of guard-band signalling (which is part of the RWP signalling

· Frame packing arrangement

· Added support of frame packing arrangement type 5 (temporal interleaving), and clarified that the composition timestamp of constituent picture 1 should be used for both constituent pictures

· Added inferences of which constituent picture is the left view

· Sphere coverage signalling: allowed signalling of a coverage that is a union of multiple sphere regions, along with some other minor updates and bug fixes

· Fisheye video signalling: same parameters, but split into essential/mandatory ones and supplemental/optional ones

· Sub-picture composition grouping: Removed all sub-picture composition track grouping features, including the definition and use of the track reference 'cdtg' track reference as well as the DASH MPD grouping mechanism specified in clause 8.2.9 in the SoDIS text. These will be included into a Technologies under Consideration for a potential amendment of OMAF.

· Generic signalling

· Clarified scheme types as open-ended and closed scheme types, as well as their container boxes and related constraints

· In the codecs parameter use ‘+’ for signalling of multiple scheme types, e.g., codecs="resv.podv+erpv.hvc1"

· Added track type box that enables signalling of track-level media profile

· Added the track grouping type ‘alte’, the members of which are alternatives to be used as a source for 'scal' or 'sabt' track reference.

· Clarified multiple transformations (e.g., restricted scheme plus encryption) applied to transformed media tracks.

· Regional (ROI) metadata signalling

· Added a new type of recommended viewport timed metadata based on viewing statistics.

· Clarified that a recommended viewport per the director’s cut is a viewport suggested according to the creative intent of the content author or content provider.

· Clarified the initial viewpoint timed metadata as follows: An viewing orientation is identified by a triple of (azimuth, elevation, tilt_angle) values. The expected player behavior: for a display with an orientation senor in work (targeting an immersive experience), ignore the elevation and tilt_angle elements, use values of these two elements based on the display orientation and tiltness; for a display without an orientation sensor (or disabled intentionally), all the three elements should be used.

· Region-wise quality ranking signalling (both file format level and DASH MPD level)

· Added a flag indicating whether the signalling applies locally within a track only or globally to all tracks.

· Added signalling, for each packed region, of the width and height of the picture from which the packed region has been extracted without resampling.

· Some minor updates and bug fixes

· Omnidirectional images: besides addition of the image media profiles, some minor updates and bug fixes only

· DASH MPD descriptors

· For all MPD descriptors defined in OMAF, used XML schema to avoid comma separated values

· Added view indication to the spherical spatial relationship (SSR) descriptor, which signals the sphere-domain content coverage information.

· Some minor updates and bug fixes

· MMT signalling

· Added VR3DAudioAssetInformation

· Some minor updates, clarifications, and bug fixes

· Annex A (Viewport dependent omnidirectional video processing (informative)): Trim and align the content of Annex A to include only the schemes that are enabled by the media profiles. Phrase the title and introduction of Annex A in a manner that it is clear that the presented schemes are enabled by the profiles.

· Lots of editorial updates and clarifications

2.4 Information from MPEG Press Release

Point Cloud Compression – MPEG evaluates responses to call for proposal and kicks off its technical work

At its 120th meeting, MPEG analyzed the technologies submitted by nine industry leaders as responses to the Call for Proposals (CfP) for Point Cloud Compression (PCC). These technologies address the lossless or lossy coding of 3D point clouds with associated attributes such as colour and material properties.

Point clouds, unordered sets of points in a 3D space, are typically captured using various setups of multiple cameras, depth sensors, LiDAR scanners, etc., but can also be generated synthetically and are in use in several industries. They have recently emerged as representations of the real world enabling immersive forms of interaction, navigation, and communication. Targeted applications include immersive real-time communication, six Degrees of Freedom (6 DoF), virtual, augmented, and mixed reality, dynamic mapping for autonomous driving, and cultural heritage applications.

Point clouds are typically represented by extremely large amounts of data, which is a significant barrier for mass market applications. MPEG issued a Call for Proposal seeking technologies that allow reduction of point cloud data for use in its intended applications.

After a formal objective and subjective evaluation campaign, MPEG selected three technologies as starting points for the test models for static, animated, and dynamically acquired point clouds. A key conclusion of the evaluation was that state-of-the-art point cloud compression can be significantly improved by leveraging decades of 2D video coding technology development and combining 2D and 3D compression technologies. Such an approach provides synergies with existing hardware and software infrastructures for rapid deployment of new immersive experiences.

The omnidirectional media format (OMAF) has reached its final milestone
The understanding of the virtual reality (VR) potential is growing but market fragmentation caused by the lack of interoperable formats for the storage and delivery of such content is stifling VR's market potential. MPEG's project known as Omnidirectional MediA Format (OMAF) has reached the Final Draft International Standard (FDIS) stage at its 120th meeting. OMAF includes two ways of representing an omnidirectional scene in video pictures: a classical “equirectangular” projection like what has been used historically for maps of the globe, and a mapping of the scene onto the faces of a cube. It supports signalling of the metadata required for interoperable rendering of 360-degree monoscopic and stereoscopic audio-visual data, and provides a selection of audio-visual encoding formats for this application. It also includes technologies to arrange video pixel data in numerous ways to improve compression efficiency and reduce the size of video, a major bottleneck for VR applications and services. The standard also includes technologies for the delivery of OMAF content with MPEG-DASH and MMT. 

MPEG is planning to host an OMAF Developers' Day to facilitate adoption of the standard by the industry and to build an ecosystem around this standard. The event will be held in January 2018 in Gwangju, Korea. More information about the event can be found at https://mpeg.chiariglione.org/.

3 Status VR-IF

VR-IF is progressing work to finalize the work on the guidelines and will initiate a work item. No new information has been published since the last 3GPP SA4 meeting.
4 Proposal

It is proposed to 

· take into account the above information in the schedule and development of VR Streaming specs in 3GPP.
· Update the Technical Report in TR26.918 with the latest information on OMAF
· Use the 3GPP/VR-IF workshop to identify harmonization[image: image1.png]
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