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1 Introduction
This document discussed different realizations for 360 video capturing. In particular, realizations for network based stitching (or general post processing) and the needed metadata is discussed in this document.
2 Multi Camera Installations for 360° Capturing

2.1 Introduction
Today, there are different ways to realize a 360° camera / to capture 360° content. Multi-Camera installations are very popular, e.g. combining multiple independent cameras into a 360° camera rig. Depending on the camera field of view (e.g. 180°), the combination of the individual camera images to the full 360 is done. But there also single camera installations, like dual fisheye camera (FoV per camera is 180° x 360°), which combine multiple cameras onto a single chassis. 

[image: ]
Figure 1: Multi and Single Camera installations

In order to project and stitch the camera output into a 360 sphere, multiple steps are needed. There are cameras today, which require a separate computer to stitch and project the final 360 sphere.
Note, for audio processing like mixing and when adding one or more audio tracks to the video, similar considerations should be made. 
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Figure 2: Subfunction chain

The figure above depicts (simplified) the flow to create an equirectangular projection. The upper part of the figure above depicts a single-camera realization. When the camera is not capable of creation the 360 projection, the camera is packing the frames of the individual camera into a single frame e.g. when writing to file or when outputting on HDMI. The projection & stitching software needs to know information, how the different camera contributions are packed together.
In multi-camera installations, the contributions from each camera is grabbed by either a packing function or directly the projection / stitching function. The packing function may put the contributions from several or all camera’s together, e.g. pack four camera frames into a single frame. 
2.2 Multi-Source realizations for FLUS
For the live uplink streaming realization, it is preferred to enable cloud based stitching and cloud based post-processing of multiple video sources and / or multiple audio sources.
The following cases are identified for FLUS 360° uplink video streaming. The Equirectangular projection (ERP) is considered here as target format for 360° video.
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Figure 3: Cases. The green cloud shows the location of the FLUS interface F.

Case 0: The camera is capable to creating the target format
In case 0, the camera is capable of creating the target format and stream the target format. In FLUS Terminology, the camera is then the FLUS source, which is sending video in ERP format over interface F to the FLUS Sink. The FLUS media session contains only a single media stream, containing the ERP. When the camera is also capturing audio, additional audio streams may be part of the Media Session.
Case 2: The camera packs components
In case 2, the camera is packing multiple video components into a single video stream. For example, the camera is packing the camera frames (time synchronized) from two fisheye cameras into a single video frame. Projection and stitching is then happening in the cloud. In FLUS terminology, the camera is the FLUS source and a packet video stream is send via interface F. The FLUS sink needs to understand, how (e.g. rotation, guards, etc) and how many video components (e.g. two components or 6 components, etc) are packets into a single frame. The media session contains only a single media stream.
Case 3: The camera sends correctly synchronized components as individual components
In case 3, the camera is time synchronizing the frames of different cameras and sending the video as dependent streams. In FLUS terminology, the camera is the FLUS Source, which sends the video components as dependent (i.e. correctly time synchronized) streams to the FLUS sink. The post processing needs to understand, which media component (i.e. camera field of view and FoV direction, etc) is carried in which stream. 
Case 1 (a and b): The camera sends independent components
In case 1, the camera is sending the camera output directly to the cloud projection and stitching function. There is no coordination or synchronization between the cameras. In FLUS terminology, each camera is a FLUS Source and multiple FLUS sources contribute to the target ERP video. Case 1 is further subdivided, whether multiple FLUS Sources contribute to a single media session (1a) or whether there is a 1-to-1 relation between FLUS Source and Sink. The dependency between streams is then handled by the processing function, north of the FLUS Sink (see separation between processing and FLUS Sink in the general architecture). 

2.3 FLUS Media Metadata
Depending on the 360° camera realization and the usage of the FLUS framework, different metadata per stream needs to be provided.
For regular streams (case 0), the Field of View and the projection (e.g. None or ERP) should be provided. Note, an ERP may content less than the full 360° sphere.

For case 1, 2 or 3: 
Rig description, static metadata
· Lens type, lens field of view or lens focal length
· Lens distortion
· Number of cameras and video components or number of microphones, etc
· Packing of video components into video streams. 
· X, y, width, height for each video component
· Camera orientation and camera positions per video component (note, capturing only parts of the 360 Sphere should be allowed)
· E.g. Field-of-View and FoV anchor
· Rig diameter
· Does camera position allow stereoscopic?

The FLUS Session may contain media streams of different types (e.g. audio and video). It should be discussed, whether all media streams of same type should be always combined into one output. For example, the FLUS session contains two audio streams and 6 video streams.
· Number, encoding and identification of dependent media sessions (i.e. those, which should be processed together)
· Encoding: codec, resolution, framerate, etc

3 Proposal
It is proposed to capture the 360° camera realization discussion in the permanent document. 
It is suggested to provide stitching specific static metadata and configuration information for cloud stitching and postprocessing (i.e. flag, that media streams should be post processed) via F-C to the FLUS Sink. 
The F-U media session establishment should contain regular codec, codec configuration and bitrate information. Static metadata of general interest such as camera field of view, projection type, etc, may also be provided during media session establishment.
The FLUS phase 1 work should focus on ready-stitched and projected 360° streams (case 0). Cases 1b, 2 and 3 should be enabled, but not fully specified. Phase 2 or later may enable other cases in detail.
It is suggested, that a FLUS media session shall contain only contributions from a single FLUS source to a single FLUS sink. Thus, Case 1a should not be supported.
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