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6.1.4
Test of the ISO/IEC 23008-3 MPEG-H 3D Audio scene based coding scheme

The MPEG-H verification test report [36] provides details on four listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio.
6.1.5

Listening test for synthetic scene-based audio content with loudspeaker rendering assessing overall and localization quality with written audio scene descriptions as reference
Introduction

In this experiment a listening test comparing the perceived overall and localization quality of different orders of Ambisonics was done. The test compared the performance of 1st, 2nd and 3rd order Ambisonics with synthetically created audio scenes with one or two point sources. Three anchor conditions were included in order to span the quality scale as evenly as possible.  This test did not include higher orders of Ambisonics (> 3rd order), which are shown to provide a statistically significant better quality than 3rd order in clause 6.1.3. 
Objectives

The main objective was to compare different Ambisonics orders. In order to capture not only the difference between the different orders of Ambisonics but also assess the suitability of the Ambisonics format compared to existing formats by 3GPP speech and audio services, two of the anchors were using a single (mono) respectively pair (stereo) of audio channels.

This particular test is focusing on the overall quality and accuracy of the perceived localization of point sources in virtual audio scenes, but did not cover all aspects of spatial reproduction, such as immersiveness etc. that are necessary to determine whether a particular Ambisonics format is suitable for an immersive VR experience.
Test methodology

In this test, a method inspired by the ITU-R BS.1534-3 [22] test methodology - but without explicit auditory references and post-screening of assessors - was used. In addition, in contrast to ITU-R BS.1534-3, there were two simultaneous ratings for each sound example, one for overall quality and one for localization accuracy, where the listeners were instructed to consider the direction of the sound and the localization blur. The use of more than one scale in the same trial have been tested successfully before in [65], and is also used in ITU-T P.806 [66] where 6 + 2 test questions are rated in the same trial.
References in form of written descriptions of the audio scenes were used. Written descriptions as references of spatial audio scenes have proven useful in earlier Ericsson internal tests, where no audio reference was available. According to the test subjects, the comparison of the perceived sound localization to the written description of the audio scene was a clear and achievable task. However, asking the listener to compare the audio direction with a textual reference has the drawback of focusing the listener’s attention to the sound source direction as opposed to other spatial quality aspects (source width, height, etc.). It is noted that audio sources played out directly through the loudspeakers would be another type of reference, which was not considered in this assessment.
Physical test setup

In order to avoid the effect of HRTF filtering the test was carried out with a 16 speaker setup arranged as two circles, one at 0° elevation and one at +30° elevation. There were only two elevation angles, which might impact the generality of the conclusions. The two circles were offset 22.5° to distribute the speakers as evenly as possible. The speaker directions (elevation, azimuth) were known by the subjects as guidance for the assessment of the localization of the sound sources compared to the reference audio scene description. All speakers were positioned 2.0 m from the listening position as shown in Figure 6.3. The speakers chosen for this test, M-Audio AV-40, are compact 2-way speakers that, due to their size are limited in bass response but, on the other hand, provide a more defined acoustic center than bigger multi-driver speakers. The material used in the test was not relying on a response under 85Hz and therefore no subwoofer system was used.

The room used for the test is a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 
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Figure 6.3: Loudspeaker setup. The black speakers are placed at an elevation of 0 degrees, and the orange speakers are placed at an elevation of 30 degrees. All speakers are placed at 
a distance of 2.0 m from the center.
The test subjects were instructed to keep their head straight ahead when listening. The testing software provided a function to guide the user into the exact sweet spot. This was done by playing pink noise through all the speakers and finding the right position by minimizing the panning and the phasing effects that can be heard when moving out of the sweet spot.

Test material

As the accuracy of the spatial localization was assessed, the audio material consisted of sound sources that would be perceived as typical point sources originating from certain points in space. The recordings used were all mono recordings with very little background noise and reverberation. The sources consisted of male and female voices and the sound of screws rattling in a glass.
10 different scenes were created by rendering one or two sound sources at different angles and mixing moving sources with stationary sources. The number of audio sources used was small, which might impact the generality of the conclusions, but allows for a better comparison between different audio scenes. Table 6.5 lists the scenes and the corresponding reference audio scene desriptions shown to the listeners. Scenes with more than one voice included partly overlapping talkers. The scenes circle_screws_high and two_speakers were used in a pre-test and the results for these are not presented as part of the main test results. Testing only synthetic content limits the generality of the conclusions.
Table 6.5: Audio scenes used in the test
	Scene name
	Scene description

	circle_screws
	The sound of rattling screws in a glass,moves 360 degrees in azimuth, in an even counter clockwize circular movement, starting from straight ahead (0 degrees), at fixed elevation 0 degrees

	circle_screws_high
	The sound of rattling screws in a glass, moves 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees), at fixed elevation 30 degrees

	circle_female
	A sound of a female voice, moves 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees) at fixed elevation 0 degrees

	elevation_30
	The sound of rattling screws in a glass, at fixed azimuth straight ahead (0 degrees), moves +30 degrees in elevation, in an even upwards movement, starting from an elevation of 0 degrees

	scene_two_speakers_close
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth -30 degrees (front right) and a male voice is heard from azimuth -50 degrees (further to the right).

	front_back
	The sound of rattling screws in a glass at fixed elevation of 0 degrees is heard from two azimuth angles, first from azimuth -30 degrees (front right) and then from azimuth -150 (back right).

	front_back_speech
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice from azimuth +150 (back left).

	two_speakers
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice is heard from azimuth -150 degrees (right back).

	two_speakers_one_moving
	Two voices at fixed elevation of 0 degrees are heard, one female voice from azimuth -45 degrees (front right) and one male voice that moves clockwise from azimuth 0 degrees (straight ahead) to azimuth -180 degrees (straight back).

	down_up
	Two voices at fixed azimuth of 0 degrees are heard from different elevation angles. A female voice is heard from elevation 0 degrees (straight ahead) and a male voice is heard from elevation +30 degrees.


Test conditions

In addition to the Ambisonics of orders 1, 2 and 3, three additional conditions were evaluated to span the quality scale better. The conditions are described in Table 6.6.

Table 6.6: Conditions evaluated in the test
	Short name
	Description
	Rendering details

	AO0
	0th order Ambisonics (Mono)
	0th order Ambisonics using all 16 speakers.

	AO1S
	FOA

(Stereo)
	Rendered from FOA to two loudspeakers at +/-67.5 azimuth.

	AO1A
	FOA with attenuated harmonics
	Rendered as ordinary FOA but the harmonic components, except W, were attenuated 6dB in order to provide an anchor point below FOA.

	AO1
	FOA
	1st order Ambisonics using all 16 speakers.

	AO2
	2nd order Ambisonics
	2nd order Ambisonics using all 16 speakers.

	AO3
	3rd order Ambisonics
	3rd order Ambisonics using all 16 speakers.


The rendering of the loudspeaker signals was done using a basic encoding-decoding scheme illustrated in Figure 6.4.
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Figure 6.4: The Encoding-Decoding scheme used in rendering the different audio scenes
The encoding of the virtual sources to HOA signals was done by multiplying each sample of a source signal with the spherical harmonic transform vector Ye mapping the current position of the source to the HOA beams. For moving sources the Ye matrix was updated at every sample. 

The decoding of the HOA signals to loudspeaker signals was done by first evaluating the spherical harmonic transform matrix Yd that maps the loudspeaker positions to the HOA beams, then evaluating the decoding matix D as the pseudo inverse of Yd , and then multiplying each HOA sample vector with decoding matrix D.

The ACN ambisonics channel order and the SN3D spherical harmonic normalization were used.

In the AO1S rendering, the first order HOA signals were mapped onto a loudspeaker configuration of only two loudspeakers at elevation 0 degrees and azimuth angles +/-67.5 degrees. 

For the AO1A rendering the YZX components of the first order HOA signals were attenuated by a factor of 0.5 before being multiplied by the decoding matix.

The 16 loudspeaker signals were jointly normalized to an RMS level of -30 dBov, while the stereo channels were normalized to an RMS level of -39 dBov to be perceived similarily loud in average. The subjects were able to adjust the playback volume in a range of +/-4 dB, but were instructed not to change this setting while comparing the test samples.
Listening panel
The listening panel consisted of 9 experienced listeners of the Audio technology section at Ericsson Research. No post-screening of the subjects was made.
Software

The user interface used during the test was based on a typical MUSHRA test interface, but with no reference signal and with the addition of a second rating scale and a scene description text at the top that served as the reference in the test, see Figure 6.5. Using a scene description as reference limits the generality of the conclusions.
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Figure 6.5: Software GUI used in the test
Test results

The test results are shown in Figure 6.6-6.9. 
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Figure 6.6: Absolute overall scores, with 95% CI.
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Figure 6.7: Absolute localization scores, with 95% CI.
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Figure 6.8: Difference overall scores relative to AO1, with 95% CI.
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Figure 6.9: Difference localization scores relative to AO1, with 95% CI.
Conclusions

The results of the listening test show a statistically significant increase in overall quality and spatial localization accuracy with increasing orders of Ambisonics. Further, Ambisonics orders 1, 2 and 3 all perform statistically significantly better than mono and stereo, i.e. what is achievable using existing 3GPP speech and audio services.
The overall audio quality measure correlates well with the spatial localization accuracy scores although the difference between FOA and HOA tends to be smaller.

This test did not include higher orders of Ambisonics (> 3rd order), which are shown to provide a statistically significant better quality than 3rd order in the test performed in clause 6.1.3. The absence of these higher quality conditions, or an explicit audio reference, may result in an overestimation of the scores for 1st, 2nd and 3rd orders.
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