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1. Introduction

In order to identify the market segments and verticals whose needs 3GPP should focus on meeting, several uses cases covering various scenarios are developed in TR 22.891 [1]. The proposed use cases in [1] can be largely classifies into five categories: Enhanced Mobile Broadband (eMBB), Critical Communications, Massive Machine Type Communications, Network Operation and Enhancement of Vehicle-to-Everything. For the eMBB scenario, the uses cases and consolidated potential requirement can be found in TR 22.863 [2]. This contribution summarizes the use cases and potential requirement for the eMBB scenario based on TR 22.863 [2]. In addition, we present an extract of the multimedia use cases and their service requirements described in TR 22.891 [1].
2. Use cases for the eMBB scenario (from TR 22.863)
In TR 22.891 [1], the use cases for the eMBB scenario are categorized into the following 4 families:
· Higher Data Rates: This family focuses on identifying key scenarios from which eMBB primary data rate requirements for peak, experienced, downlink, uplink, etc. data rates can be derived, as well as associated requirements pertaining to latency when applicable with UEs relative speed to ground up to 10 km/h (pedestrian).
· Higher Density: This family covers scenarios with system requirement for the transport of high volume of data traffic per area (traffic density) or transport of data for high number of connections (devices density or connection density) with UEs relative speed to ground up to 60 km/h (pedestrian or users moving on urban vehicle).
· Deployment and Coverage: This family covers scenarios with system requirement considering the deployment and coverage scenario e.g. indoor/outdoor, local area connectivity, wide area connectivity, with UEs relative speed to ground up to [120] km/h.
· Higher User Mobility: This family focuses on identifying key scenarios from which eMBB mobility requirements can be derived, with UEs relative speed to ground up to 1000 km/h.

The following families of use cases are further developed in TR 22.863 [2]:
· Devices with highly variable data rates: This family focuses on identifying key scenarios from which eMBB requirements can be derived, for UEs having multiple applications which exchange small amount of data and large amount of data.
· Fixed Mobile Convergence: This family focuses on identifying key scenarios to enable combined use of fixed broadband (e.g. FTTx/xDSL) access and Next Generation Radio access network.
· Femtocell deployments: This family focuses on identifying key scenarios to enable use of fixed broadband (e.g. FTTx/xDSL) access and Next Generation Radio access network for femtocell deployments.

3. Potential requirements for the eMBB scenario (from TR 22.863)
For the eMBB scenario, 25 potential requirements are consolidated in TR 22.863 [2]. 
Basic use case
[CPR-7-001] For wide area coverage, the system shall support a minimum experienced data rate per user for mobile broadband services anytime and anywhere, 100Mbps, for pedestrian users (up to [10 km/h]) and users in vehicle (up to 120 km/h), except for very high connection density of 150.000/km2 (e.g. stadium) 

Coverage

[CPR-7-002]The 3GPP system shall enable support up to 100% geographic area as part of wide area coverage (one way shall be via satellite access). Note that the 100% geographic area refers to the entire area allowed to be covered by the spectrum license and could be regional or global.

[CPR-7-003] The 3GPP system shall support service limited to a pre-defined geographic area for e.g. residential deployment.
Higher data rate for indoor users

[CPR-7-005] For indoor users, in high connection density scenario (75000/km2) (e.g. in hotspot), the 3GPP system shall support user experienced data rate up to 1 Gbps DL and 500 Mbps UL, resulting into traffic density of 112,5 Tbps/km2 (UL+DL).
Connection density vs traffic density

[CPR-7-006] For pedestrian users in a crowded area with very high density ([150000/km2] connection density, like in stadium with [30000] users per stadium) the 3GPP system shall provide user experienced data downlink rate of 25 Mbps and uplink rate of 50Mbps, resulting into traffic density of [12 Tbps/km2] (UL+DL).
[CPR-7-007] The 3GPP system shall support the traffic density in the area at least the level of Tbps/ km2 to support case of traffic for pedestrian users and users in urban vehicle (up to 60 km/h), in 200-2500 /km2 connection density.
Broadcasting support

[CPR-7-008] For stationary, pedestrian, and vehicular users, the 3GPP system shall be able to support experienced broadcast DL data rate up to 300 Mbps (e.g. video streams such as 4k UHD or 8k UHD).

[CPR-7-009] For stationary, pedestrian, and vehicular users, the 3GPP system shall be able to support at least [15] broadcast channels of [20Mbps] each simultaneously over the same carrier.
NOTE:
4k UHD: 3840 x 2160, 50FPS, HEVC, 20~30 Mbit/s (Medium quality), 4k UHD: 3840 x 2160, 50FPS, HEVC, ~75Mbit/s (High quality), 4k UHD: 3840 x 2160, 50FPS, AVC ~ 150Mbit/s (High quality), 8K 7680*4320, 50FPS, HEVC, ~300Mbps (High quality)
Very low latency (telepresence)

[CPR-7-010] For pedestrian users in area with connection density lower than [200/km2] (e.g. in office, residential, streets), the 3GPP system shall be able to support the user plane latency on the radio layer of 4ms for UL and 4ms for DL.

[CPR -7-010a] For services like virtual meeting the target for the 3GPP system shall be RTT user plane latency of 2-4ms when supporting:

-
low data rate in UL and corresponding 8k 3D [300Mbps] video stream in DL and 

-
low data rate in DL and corresponding up to 8k 3D [300Mbps] video stream in UL.
Higher mobility

 [CPR-7-011] The 3GPP system shall support mobile broadband via direct connection or via on-board base station relaying, to users in fast moving road vehicles up to 200 km/h and trains 500 km/h and user experienced data rate up to 50 Mbps per user at DL and 25 Mbps per user at UL, whatever user access directly to the network or via a base stations relaying data transfer for all users in the fast moving vehicles.

[CPR-7-012] The 3GPP system shall support mobile broadband via direct connection or via on-board base station relaying, to users in airplanes (up to 1000 km/h) and user experienced data rate up to 15 Mbps per user at DL and 7.5 Mbps per user at UL, whatever user access directly to the network or via a base stations relaying data transfer for all users in the airplane.

[CPR-7-013] The 3GPP system shall be able to provide the mobile broadband in fast moving road vehicles and trains (traffic density of up to 100 Gbps / km2 at DL, and 50 Gbps / km2 at UL).

[CPR-7-014] The 3GPP system shall be able to provide fast moving airplanes connectivity (traffic of up to 1.2 Gbps / airplane at DL and 600 Mbps / plane at UL).

Network Efficiency
[CPR-7-015] The 3GPP System shall be efficient and flexible for transmission of both small and large amounts of data (e.g., streaming video) from the same device.

[CPR-7-016] The 3GPP system shall minimize signalling overhead needed for transmission of small amounts of data.

[CPR-7-021] The 3GPP system shall minimize overhead for data transfer.

Fixed/Mobile Convergence
[CPR-7-017] The 3GPP system shall be able to deliver the aggregate throughput with any traffic type, of the FTTx/xDSL and Next Generation Radio access in both UL and DL directions to all traffic types and 3rd party applications, with very high reliability, very high availability.

[CPR-7-018] The 3GPP system shall support the use of common user equipment (e.g. router hub at customer premises) that support Next Generation Radio and fixed broadband access.

[CPR-7-019] The 3GPP system shall support dynamic and static network address allocation to the common user equipment over Next Generation Radio and fixed broadband access.

[CPR-7-020] The 3GPP system shall support the option for Operators to provide the same level of security and support regulatory requirements and accounting over the FTTx/xDSL link as is provided over the Next Generation Radio access link.
[CPR-7-022] The 3GPP system shall support use of common user equipment (e.g. Femtocell at customer premises) that supports Next Generation Radio, WiFi and fixed broadband access.

[CPR-7-023] The 3GPP system shall support convergence of fixed broadband access and mobile network (e.g. 3GPP access (Femtocell, Microcell & Macrocell) and other access technologies including Wifi), with support of service specific policies (e.g. QoS and traffic management policies), unified set of identities for a single user. This allows to grant that user access to a single set of services (e.g. VAS, parental controls, content, content optimisation and access to local services when appropriate) when using cellular, fixed or cellular over fixed broadband access. 
Femtocell Deployment
[CPR-7-024] The 3GPP system shall support seamless service continuity during mobility between Macrocell to Femtocell, Femtocell to Macrocell and Femtocell to Femtocell.

[CPR-7-025] The 3GPP system shall support the end user accessing local area network services (e.g. peripherals, content servers etc.) when connected to the Small Cell at the Customer Premises.

4. Executive summary of the multimedia use cases in TR 22.891
This section provides an executive summary of the multimedia use cases extracted from TR 22.891[1]. The full description of the extracted use cases will be provided in Section 4.
TR 22.891[1] contains 74 use cases and provides grouping of use cases into 5 main categories and each main category is classified into several sub-categories. The main categories are enhanced mobile broadband (eMBB), Critical Communications (CriC), Massive Internet of Things (MIoT), Network operation (NEO) and eV2X.
The following 3 use cases are relevant to the delivery of multimedia data in various circumstances.
	Use case
	Sec.# in [1]
	Category
	Potential requirements

	Virtual presence – interactive services for high data rate zone
	5.11
	eMMB
CriC
	RTT 2~4 ms, 250 Mbps for UL and DL

	Vehicular Internet & Infotainment
	5.53
	eMMB
	15 Mbps, latency<100ms, 200 km/h, 2000 vehicles/1km2

	On-demand networking – HD video sharing in stadium
	5.7
	eMMB
NEO
	300 Mbps for DL, 50 Mbps for UL, 200~2500 UE/km2


The following 5 use cases are relevant to the flexibility in operation of the network in order to deliver multimedia data efficiently.
	Use case
	Sec.# in [1]
	Category
	Potential requirements

	Broadcasting Support
	5.56
	eMMB

NEO
	Interface for external Broadcasting  system, resource management, sufficient bandwidth (e.g. 4K video), adaptability, authorization

	Ad-hoc Broadcasting – event based video content broadcasting
	5.57
	NEO
	Interface for external Broadcasting  system, resource management, authorization

	Broadcast/Multicast service using a dedicated radio carrier
	5.70
	NEO
	Deployment, flexible use of radio resource, concurrent data session in another carrier, large cell coverage (radius of up to 50 km)

	Flexible application data routing – changing of user-plane path after UE mobility
	5.8
	NEO
	Support efficient user-plane paths btw a moving UE and another UE in the same or outside of the network

	Network slicing
	5.2
	NEO

CriC
	create/manage appropriate network slices, security, isolation and etc.


The following 3 use cases are relevant to the utilization of the access networks in order to deliver multimedia data efficiently.
	Use case
	Sec.# in [1]
	Category
	Potential requirements

	Lifeline communications / natural disaster
	5.3
	NEO
CriC
	Support minimal services in case of disaster

	Best Connection per Traffic Type – voice application via  the macro cell and video streaming via the small cell
	5.26
	NEO
	Traffic-type based routing and offloading

	Mutli Access network intgeration
	5.27
	NEO
	Fixed/wireless, 3GPP/non-3GPP access management


The following 2 use cases are relevant to the efficient content delivery by 3GPP support of caches.
	Use case
	Sec.# in [1]
	Category
	Potential requirements

	In-network and device caching
	5.36
	NEO
	Deliver/ forward content from in-network entities, deployment, charging, authorization

	ICN based content retrieval - managing content by named data networking and extensive support of dynamic intelligent caching. 
	5.38
	NEO
	Mobile optimized ICN protocol, deployment, charging, Qos and etc.


5. Use cases and Service Requirements (from TR 22.891)
Following are the multimedia use cases extracted from TR 22.891 that are relevant for our study:
1) Lifeline communications / natural disaster (use case 5.3 in TR 22.891)

5G should be able to provide robust communications in case of natural disasters such as earthquakes, tsunamis, floods, hurricanes, etc. Several types of basic communications (e.g., voice, text messages) are needed by those in the disaster area. Survivors should also be able to signal their location/presence so that they can be found quickly. Efficient network and user terminal energy consumptions are critical in emergency cases. Several days of operation should be supported. (NGMN 5G White Paper, section 3.2.1, xi. Natural Disaster) [3]
Potential operational requirements:
i. Based on operator’s policy, the system shall be able to define minimal services necessary in case of disaster that are conditional on e.g. subscriber class (i.e. access class), communication class (i.e. emergency call or not), device type (i.e. Smart phone or IoT device), and application. Examples of those minimal services are communications from specific high priority users, emergency calls, and a disaster-message-board type of application that helps people reconnect with friends and loved ones in the aftermath of disasters.

ii. Those minimal services shall be available in case of disaster.

iii. During the recovery phase of disaster, the service continuity of those minimal services that start being provided should be ensured.
2) Virtual Presence (use case 5.11 in TR 22.891)

The goal is to provide interactive services for high data rate zones (e.g. Office environments) as described in section 3.2.1 of the NGMN 5G White Paper [3].

A use case can be:

Phil works in a multinational company which has offices in many big cities. He has regular meetings with colleagues based in other countries. He uses to have real time 360° video communications: he wears Virtual Presence glasses, allowing to be merged in a meeting room where he can see all his other colleagues sitting around a table. He can interact with them in real time as if they were just in front of him.
Phil is alone in his office and wear special glasses. His office is equipped with cameras for transmitting his video to the network.

Phil actives a communication with the virtual presence conference bridge in order to initiate a 360° video communication with all his colleagues.

Another use case can be:

Abigail recently had surgery and cannot attend her classes. Virtual Presence can give her real time 360° video communication with her classmates and teacher. 

There is a trade-off between very low latency and modest bandwidth requirement vs. modest latency and high bandwidth requirement pending on where the composing of the virtual meeting stream is located.

Potential service requirements:
i. The system shall provide high bandwidth (bidirectional) and low latency. In Office environments, this implies also a full indoor coverage.
ii. The roundtrip delay shall be in the magnitude of 2-4 ms with a bandwidth capable of running an 8k stereo video stream [250Mbps] uplink and downlink.
NOTE: 
The above requirement is in a virtual presence scenario where composing the “virtual meeting room” is located in the network. 

3) Vehicular Internet & Infotainment (use case 5.53 in TR 22.891)

This Use Case describes the provision of internet to the vehicle and its use for general browsing and infotainment. A high quality data connection and good coverage makes possible the reliable delivery of media and internet to a vehicle. This facilitates the provision of infotainment by internet as a standard feature of vehicles in the future. 

As well as infotainment from the general internet, dedicated infotainment suppliers for vehicles may become available.

Pre-conditions

Built-in, dedicated vehicular UE registered to a network with an active data connection OR Portable UE tethered to the vehicle and registered to a network with an active data connection.

Vehicle entertainment system linked to a dedicated or tethered UE.

Service Flows

A passenger in the vehicle accesses the internet using the vehicle’s entertainment system. 

The passenger is able to use the internet while the vehicle is in motion up to at least 200km/h. The passenger accesses web sites, uses social media and downloads files/apps in the same way as on a device at home.

The passenger then selects an internet radio station and plays music in the vehicle that is streamed over the internet.

After a while, the passenger decides to select an Infotainment supplier to which he is registered. The passenger signs into the supplier and selects a movie. This is streamed to the passenger over the internet.

After the movie has finished, the driver of the vehicle accesses traffic information for the next stage of the journey.

The connection is maintained throughout the journey. Short interruptions are tolerated by the in-vehicle system that has sufficient buffering to ensure a smooth presentation of the media.

Post-conditions

The vehicle remains connected to the internet while the entertainment system and the UE (either built-in or tethered) are still operating.
Potential Impacts or Interactions with Existing Services/Features

There is little perceived interaction with existing services and features. The provision of infotainment is “over the top” of an existing data connection. The data connection has to be of the appropriate quality and speed to sustain the service.

Such a service will need to be provided by at least a 4G network.
Potential requirements:
The 3GPP system shall provide a consistent data rate that is high enough to support the chosen media: 

-
For internet browsing and general information at least [0.5Mb/sec]

-
For high quality music streaming at least [1Mb/sec]

-
For standard quality video streaming at least [5Mb/sec]

-
For high quality (up to UHD) video streaming at least [15 Mb/sec]

Low latency is not critical for media streaming, however, a latency of no more than [100ms] for internet browsing shall be provided.

The 3GPP system shall be able to deliver the required connection quality up to 200km/hr.

The 3GPP system shall be capable of providing the required connection quality in densely populated roads where up to [2000] vehicles in a given service area [1km2] will be accessing data. The vehicles could be moving at speeds ranging from 0km/h (e.g. in a traffic jam) to 200km/h. 

4) Broadcasting Support (use case 5.56 in TR 22.891)

The system shall be able to support an enhanced form of MBMS that includes transmission of scheduled linear time Audio and Audio &Video programmes.

Pre-conditions

Both Mobile and Network support an enhanced and flexible form of MBMS.

The Network has previously allocated MBMS resources.

Service Flows

i. A 3GPP device accesses an advertised MBMS service for broadcast information via a broadcast management system.

ii. The mobile downloads the 3GPP resource group nomination (e.g. a channel code) for the cell that they are camped on for this broadcast channel from the broadcast management system.

iii. The User keys in the channel code and starts receiving the broadcast channel subject to any authorisation.

Potential service requirements:
i. The 3GPP system shall support an interface from external Broadcasters’ management systems.

ii. The 3GPP system shall be able to reserve groups of resources for Broadcast channels

iii. The 3GPP system shall be able to support broadcast of lossless state of the art video streams such as 4k UHD.

iv. The 3GPP device shall be able elect to receive a reduced quality version of the broadcast for display on their device screen (typically less than 12”) or a full quality version of the same channel for presentation to a video presentation monitor (typically much larger than their device , ie:32” to 72”screen size)

v. The 3GPP System shall allow the UE to receive broadcasts selected by the user (from the Broadcaster’s management system) in accordance with any appropriate authorisations by the Broadcaster.

5) Ad-Hoc Broadcasting (use case 5.57 in TR 22.891)

MBMS and eMBMS have been defined in UMTS and LTE. However take-up has been poor. There are established terrestrial and satellite digital broadcast capabilities as well as evolving IP-TV content delivery systems whether linear or replay based. There is also a thriving video blog market via IP.

However, there is a demand for good quality event based content broadcasting over and above IP web pages and video snippets.

This use case proposes the ability to setup event based video content broadcasting, using a slice of the local or temporary 3GPP system in the environ of the event.

The event in this context may not be limited to purely sporting or entertainment, but may be a truly ad-hoc video broadcast that interested parties want to see based on a social web advert.

The envisaged difference for this use case for future 3GPP systems as compared to today is that the video content in this case, may be live and may not ever be stored on a video server in the network but may be only transmitted as a ‘one-off’ by either a broadcast organisation or an individual.

It is envisaged that in order to support this capability, a future mobile unit is operated to provide the video source content and then a DEDICATED resource budget is allocated in a given area or area(s) to enable multicast broadcast to other mobiles when their users elect to receive the content via a 3GPP Ad-Hoc MBMS service.

The benefits are that this is a dynamic way to efficiently broadcast video content on an ad-hoc basis as opposed to a user uploading and then each user separately downloading from a server or group communications point.

Pre-conditions

The source broadcasting mobile has an internet connection over the 3GPP system and video camera/codec capabilities on their phone.

The recipient broadcast received mobiles have the ability to connect to an Ad-Hoc MBMS group.

Service Flows

1. A fixed or mobile 3GPP device user (individual and/or organisation) makes a request that they want to broadcast a video via an Ad-Hoc-MBMS social/operator provided broadcast request management system. The requester specifies the title, description, duration, format and ‘scope’ of the broadcast. Scope is specified in terms of locale and radius of desired broadcast coverage and mapped at the service centre to a single cell or number of cells that support the requested locale/range.

2. Alternatively the broadcast requester may be another type of device that is fixed connected to the internet and has access to the broadcast request management system.

3. The Ad-Hoc-MBMS application is operated by a host machine or sub-system which has a new interface towards the 3GPP system to make a request for ad-hoc resources for broadcasting the content. (N.B: this service could be chargeable).

4. The operator network element responsible for ad-hoc broadcast requests responds to the broadcaster request and if possible allocates local resources scheduled at a future time to broadcast the content as a ‘broadcast opportunity window’.

5. The broadcast requester accepts the opportunity and the operator network element schedules MBMS resources for a given area scope specified in the original request.

6. The broadcast event is added to the ad-hoc broadcast channel programme guide (e.g. on a web page) that is part of the Ad-hoc MBMS service manager. Each broadcast event is given a code for the broadcast receiving devices to select to identify the MBMS resources to ‘tune in to’ to listen to the ad-hoc broadcast.

7. If the broadcast is for a single cell ad-hoc broadcast then, at the broadcast opportunity start time, the mobile broadcast requester broadcasts the ad-hoc broadcast content to the users in the locale directly, on the resources scheduled by the network earlier.

8. For multiple cell ad-hoc broadcasts, the cell that the broadcast requester is camped-on, also receives the broadcast and relays the stream to other adjacent cells listed in the scope request over the core network for rebroadcast on the resources identified at each adjacent cell in the list.

Post-conditions

Resources operated to support the Ad-Hoc MBMS broadcast are released back into the pool for each cell where the ad-hoc broadcast was staged.

Potential service requirements:
i. The 3GPP system shall support an interface from an external Ad-Hoc Broadcast management system that manages broadcast requests.

ii. The 3GPP system shall be able to reserve groups of resources temporarily for scheduled Ad-Hoc Broadcasts. 

iii. The 3GPP System shall allow the UE to receive broadcasts selected by the user (from the Ad-Hoc Broadcast management system) in accordance with any appropriate authorisations. 

6) Broadcast/Multicast Services using a Dedicated Radio Carrier (use case 5.70 in TR 22.891)

The massive growth in mobile broadband services over the last few years has caused regulatory bodies across the world to consider re-allocating some of the UHF spectrum, because of its superior propagation characteristics, for mobile broadband services. This could potentially cause displacement of smaller/rural TV broadcasters and make them look at alternate delivery models (e.g. channel sharing, delivery via mobile broadband, etc.). The NGMN white-paper [3] has considered that 5G systems could substitute or complement radio/television broadcast services.

As a potential new business opportunity, wireless operators could deploy an overlay 3GPP network using dedicated spectrum for the broadcast service to serve the customers affected by displacement of smaller broadcasters within a geographic area.

Alternatively, a new wireless entrant could deliver a stand-alone broadcast/multicast only service over a large geographic area by deploying less number of sites with greater coverage area.

Consider a use case where Operator A has deployed a 3GPP system using frequency f1 in urban geographic area where demand for the mobile broadband service, and therefore the capacity need is the highest. Operator A decides to introduce a new broadcast/multicast service either on its own or in partnership with another broadcast/multicast service provider. The service is expected to be made available over a much wider area than its existing 3GPP system.

Wireless operator A deploys an overlay over its existing 3GPP system to create a single frequency network with few sites, each covering a wide geographic area. In order to ensure it can accommodate a wide variety of broadcast/multicast content simultaneously, wireless operator A uses a dedicated frequency, f2, to deploy the broadcast/multicast service.

As a result of this overlay deployment users in urban area X can simultaneously receive existing broadband data services (on f1) as well as the new broadcast/multicast service (on f2). Users in suburban/rural areas Y and Z only receive the new broadcast/multicast service.
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Figure 1: An example deployment scenario

Potential service requirements:
i. The 3GPP system shall enable the operator to deploy a stand-alone 3GPP based broadcast/multicast system by forming a multicast/broadcast single frequency 

ii. The 3GPP system shall enable the operator to have the flexibility to allocate 0% to 100% of radio resources of a radio carrier for the delivery of broadcast/multicast content.

iii. Depending on the capability of the terminal and the services subscribed, the user shall be able to receive the broadcast/multicast content via the broadcast/multicast radio carrier while a concurrent data session is going on over another radio carrier.

iv. The 3GPP based broadcast/multicast system shall efficiently utilize the available resources to maximize the amount of content that can be delivered over a dedicated radio carrier network with cell coverage radius of up to 50 km.

7) On-demand Networking (use case 5.7 in TR 22.891)

Generally, network areas with high UE density distribution varies with the time and the movement of vehicles or crowds. In these hot spots, network capabilities (e.g., high date rate and low latency) in ultra-high connection density should be provided by operators. On-demand networking should be provided by operators to meet the distribution variation. Use cases include moving areas with high UE density and HD video/photo sharing in stadium/open-air gathering use cases defined in the NGMN 5G white paper [3]. In the use case of HD video/photo sharing in stadium/open-air gathering, operators can get the event information in advance in order to provide the suitable network capability with high date rate and low latency. In moving hot spots, operators may have to analyse historical statistical and recent network data and to track the areas with high UE density in a short time, so as to provide network capabilities to hot spots on demand.
Potential service requirements:
i. The 3GPP system shall provide guaranteed user experience for mobile broadband services like live video in areas with a high UE density which requires user experienced data downlink rate of 300Mbps and uplink rate of 50Mbps in 200-2500 /km2 connection density.

ii. The 3GPP system shall provide consistent users experience when terminals enter the areas with a high UE density which requires user experienced data downlink rate of 50Mbps and uplink rate of 25Mbps in 2000/km2 connection density.
Potential operational requirements:
i. The 3GPP system shall be able to adjust the network capacities dynamically based on the variation of demand and performance indicators.
8) Flexible Application Traffic Routing (use case 5.8 in TR 22.891)

As mentioned in China IMT2020 white paper “5G Vision and Requirements” [4], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner. 

Pre-conditions

The Service Provider X provides 3D Augmented Reality (AR) service for the users, one user can interact with other user via live 3D Augmented Reality service. 

The Service Provider X has a service agreement with an MNO, and the MNO network may optimize the traffic transfer for the live 3D Augmented Reality service in order to realize good user experience.

Service Flows

i. The terminals of Bob and Alice connect to the network via wireless access system. Bob stays in the house, and Alice stays in one bus moving on the city road.

ii. Bob connects to the server of Service Provider X and requests to contact with Alice via 3D Augmented Reality service. The server of Service Provider X sets up the connection between Bob’s and Alice’s terminal, and the Augmented Reality control signalling (the “CP” line marked red colour in figure 2) and the Augmented Reality application data (the “UP” line marked blue colour in figure 2) are both transferred via the MNO network and the server of Service Provider X.

iii. During the communication, the bus that Alice is on keeps changing its location.

iv. As a result of the change in location Alice’s terminal use a different base station to access the network. Upon changing base stations the previous user-plane path may become inefficient. To avoid this, the application traffic may be transported via an alternative, more efficient path between Bob’s and Alice’s terminal (the “UP” line marked in green colour in figure 2)


[image: image2.emf]   

 

 

Wireless 

Access 

3GPP core Network 

 

 

Bob’s terminal 

Alice’s terminal 

Service Provider 

X 

 

 

Wireless Access 

Alternative UP 

CP 

UP 


Figure 2: Application traffic routing after UE mobility

Potential operational requirements:
i. Subject to operator’s policy and/or based on application needs, the 3GPP network shall support efficient user-plane paths between UEs attached to the same network, even if the UEs change their location during communication.

ii. Subject to operator’s policy and/or based on application needs, the 3GPP network shall support efficient user-plane paths between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts).
9) Best Connection per Traffic Type (use case 5.26 in TR 22.891)

As mentioned in the 4G Americas white paper: “With the advent of small cells in indoor environments such as offices, there is a need for some traffic to be routed locally while other traffic needs to access MNO or third-party services” [5].

In this use case a user has two applications running, one voice and one video streaming application. The two applications have very different requirements, as one is generating low volume, real time traffic that needs to access MNO services, and the second requires much higher data rates and access to the closest Content Distribution Network (CDN). If the user is in the coverage area of multiple cells, the best cell for the given application should be used, so that the traffic is routed in optimal manner. 

The MNO has a macro cell deployed in an area and several small cells (“booster” cells) under the coverage of the macro cell. Initially, the device is registered with the MNO network and camped on the macro cell. In the figure below this device is referred to as Alice’s device. Alice is in a shopping mall when she decides to call her friend, Bob (see Bob’s device in the figure). The call is routed via the macro cell where Alice is camped on, and from there on to the MNO’s IP multimedia network. 

During the communication, Alice receives an advertisement in her device. The advertisement is from a local store in the shopping mall, and it is about a new product the store is releasing. The advertisement has a link to a web page where they have a video with the details of the new product. Alice considers Bob would like the product and tells him to see the video. Meanwhile Alice also decides to stream the video to her own device, while still remaining on the call with Bob. 

The network operator has a few small cells deployed in the shopping mall. Alice is under the coverage of one of the small cells. That small cell has the functionality to route packets directly to the Internet using the shopping mall’s Internet access. The video is then routed from the closest CDN (Content Delivery Network) server in the Internet to Alice’s device via the small cell. The data does not transverse the macro cell.
 EMBED Visio.Drawing.15 
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Figure 3: Application traffic routing for multiple applications 

The data packets from the two different applications running in Alice’s device are using different RAN nodes. The voice application is routed via the macro cell and through the operator core network. The video streaming is routed directly from a CDN server in the Internet to the small cell and delivered to Alice, without traversing the operator core network or the macro cell node, i.e. by being routed via the shopping mall’s Internet access. 

NOTE:
Today it is possible in the 3GPP system to use dual connectivity in order to take advantage of small cells that can operate as booster cells. The difference between this use case and the existing dual connectivity is that the latter requires that the traffic to/from the booster cell be routed via the macro cell or via the EPC.
Potential operational requirements:
i. Subject to operator’s policy, the 3GPP network shall provide a mechanism such that a specific traffic type (from a specific application or service) to/from a UE can be routed via specific RAN nodes, and traffic in one RAN node can be offloaded towards a defined IP network close to the UE's point of attachment to the access network, while other traffic type to/from that same UE is not offloaded.

10) Multi Access network integration (use case 5.27 in TR 22.891)

The deployment of different access networks, the broad variety of use cases that future networks will support (such as V2V, CIoT, Mission critical communications…), the broad variety of environments, and the capability of devices to support multiple access technologies, is making the network more and more heterogeneous. So the future network should have the capability to connect to multiple non-3GPP and 3GPP access networks in order to allow the operator to improve the efficiency in the exploitation of the network infrastructure and to provide the best capabilities to end-user.

The 3GPP future system is expected to support at least mobility between 3GPP and non-3GPP networks with optional session continuity, capability for the UE based on network control to select the access to connect to, simultaneous connection to different accesses, capability to access services provided by a 5G network to the UE connected to a non-3GPP access, authentication for accessing a non-3GPP network using 3GPP credential, etc. 

The Network operators should be able to increase the user experience and to exploit the available capacity of the most suitable access network. The selection of the access network can depend on both user and operator criteria. 

The future network should enable the integration of non-3GPP services (e.g. for office and residential) allowing a broad variety of device and communication scenarios, e.g. to communicate and exchange information in a secure and private manner between them, potentially with internal servers and applications or towards external servers and applications. 

Non-3GPP access can extend and/or complement the capabilities of the future network:

-
The integration of the fixed line services (e.g. internet connection, streaming service) with a mobile service may be considered. 

-
The integration of the residential services (e.g. as sharing the fixed infrastructure to visitors) with a mobile service may be considered. 

NOTE:
The access technology to be considered should not be limited to WLAN and Fixed broadband access, potentially any access could be considered as relevant for a given service. 

Potential service requirements:
The future network shall be able to provide 3GPP services to the UE using various 3GPP and non-3GPP access networks (e.g. WLAN, Fixed broadband access, Bluetooth, etc.). 

The future 3GPP system is expected to support at least:

i. Inter-system mobility between 3GPP and non-3GPP networks with optional session continuity, 

ii. capability for the UE based on network control to select the access, 

iii. simultaneous connection to different accesses, capability for the UE to access the 3GPP services provided by the 5G network using non-3GPP access e.g. FMSS…, 

iv. authentication to access to future network through a non-3GPP access shall use 3GPP credentials. 

Editor’s note: this list is not exhaustive.

The future network shall enable the UE to simultaneously connect to the network via different non-3GPP and 3GPP accesses.

The future network shall be able to manage the addition or dropping of the various accesses dynamically during the session according to the quality of the individual connections.
For UEs simultaneously connected to the network via different non-3GPP and 3GPP accesses, the network shall support data transmissions that leverage both types of access.

The future network shall be able to aggregate the UE data transfer via one access or a combination of accesses which may be operated by different mobile network operators.

The future network shall be able to aggregate the UE data transfer via one access or a combination of accesses to provide the best user experience during an ongoing data transmission.

The future network shall be able to support the interworking with fixed broadband network defined by BBF. 

NOTE:
The specification of fixed broadband access network is outside the scope of 3GPP.Which evolution of fixed broadband access network architecture needs to be considered in stage 2. 

The traffic from different subscribers using a non-3GPP access shall be isolated from each other.

The future network shall be able to differentiate charging a subscriber for the same 3GPP service if it is provided to a UE over different 3GPP and non-3GPP accesses.

Based on operator policy, the future network shall be able to dynamically offload part of the traffic from 3GPP RAT to non-3GPP RATs and vice versa, taking into account traffic load.

Potential operational requirements:
i. The 3GPP network shall be able to integrate fixed and wireless access management and provide an efficient provision of services over 3GPP and non-3GPP accesses.

11) In-network and device caching (use case 5.36 in TR 22.891)
Video based services and applications have been instrumental for the massive growth in mobile broadband traffic. The forecast for mobile data traffic [6] seems to suggest that the video services will continue to remain a key driver for future growth in mobile data traffic; by 2019, as much as 70% of the total mobile data traffic is expected to be video based. Simultaneously, over the last decade, advances in the semiconductor technologies have driven down the unit cost and volume of storage devices, thereby allowing for a flexible and cost effective deployment of in-network content caching entities at the edge of the network. In-network caching is an effective way to deliver video, webpages, etc.

Deploying in-network content caching at the edge is an effective way to deliver video, webpages, etc. and;

1) provides a better user experience (lower latencies and channel switching times) for the end-user, 

2) allows the operators to dimension their network and backhaul more cost-effectively and 

3) in some scenarios, efficiently utilize its limited radio resources. 

This use case is related to the use case category #14 in Annex A of the NGMN white paper [3] and to the technology building blocks, “UE centric network” and “smart edge node”, in Annex D of the paper.

Pre-conditions

Wireless operator A has deployed a 3GPP system. 

Three types of broadcast content caching entities, X, Y and Z have been deployed within the network. 

Entity X is co-located with the integrated terminal/set-top box. Entity Y is co-located with the radio site M. Entity Z is located at a local aggregation point. 
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Figure 4: Example network deployment with three types of broadcast content caching entities

Service Flows

Wireless operator A decides to deliver popular video content using the multicast / broadcast function of the 3GPP system.

The content caching entities X, Y and Z receive and store the broadcast/multicast content.

User 1 is at home and accesses the video content on a personal device via a device to device (D2D) interface from content caching entity X located in the 3GPP enabled set-top box. Note that D2D interface could be 3GPP based D2D interface or it could be non-3GPP RAT based (e.g. WiFi, Bluetooth, etc.).

User 2 is at the local coffee shop and served by site M. User 2 accesses the video content via content caching entity Y.

User 3 is walking in an urban area and is being served by the Pico-cell N. User 3 accesses the video content via content caching entity Z located at the local aggregation point.

Post-conditions

Users 1, 2 and 3 are able to watch the video content of interest, previously broadcasted, from a content caching entity through efficient utilization of network and radio resources.
Potential Service Requirements

i. The 3GPP network shall be able to efficiently deliver or forward content from in-network entities controlled by the operator.

ii. The 3GPP system shall provide charging, Lawful Interception (LI) and QoS differentiation for content delivered from an in-network caching entity.

iii. The 3GPP system shall enable a flexible deployment of content caching entity located at multiple locations within the network (e.g. at various radio sites and local aggregation points).

iv. The 3GPP system shall support a content caching entity that is capable of being integrated within a device under the control of the operator.

v. The authorized UE shall be able to receive cached content broadcasted by content caching entity. 

vi. The 3GPP system shall enable efficient delivery of content from an appropriate caching entity, e.g. a cache located close to the user.

12) ICN Based Content Retrieval (use case 5.37 in TR 22.891)
Information Centric Networks (ICN) and Content Centric Networks (CCN) that enable discovery, routing and caching based on named content have been researched and developed in academic circles for over 15 years.

The principles include managing content by named data networking and extensive support of dynamic intelligent caching.

The benefits to the 3GPP system users are as follows:

-
Latency reduction. Content can be delivered from ICN caches located at e.g. edge nodes, which avoids retrieval from the source node and hence reduces latency. Latency can be reduced even further due to the multi-path delivery feature of ICN/CCN (which could for instance be used to fetch separate chunks of content via different RATs in parallel).

-
Bandwidth savings on backhaul and core transport links. Due to dynamic caching using ICN/CCN at edge nodes, multiple transmissions of the same popular content across core transport and backhaul links can be avoided.

-
Flexible caching. In comparison to static CDN caches, ICN/CCN’s in-network caching feature and its support for dynamic caching strategies supports flexible caching without prior cumbersome planning of cache placement. 

-
Security. Integrity protection of content is an integral part of ICN/CCN to ensure the authenticity of cached content.

Today, proprietary adoption of ICN/CCN (whilst adding benefit on a case by case basis) is not generating the network and inter-network volume traffic optimisations that could be possible in a future 3GPP network. Future 3GPP networks could benefit greatly by natively supporting ICN/CCN protocols.

Pre-conditions

ICN/CCN protocols are operated over the 3GPP system and edge nodes are user content cache enabled.

Service Flows

1.
A user makes a request for ContentID=X to the network by sending an ICN/CCN content request to its nearest ICN/CCN node.

2.
The closest edge node checks if the content is available at its own cache and responds accordingly with the content. If the node does not have the content then the content request is forwarded to the next content system enabled node and so on.

3.
If the content search is not resolved in a given time or to a given set of bounding criteria, then, by node request, default access to the content by direct internet may be used.

Potential Requirements

i. The 3GPP system shall efficiently support a mobile optimised ICN/CCN protocol.

ii. The 3GPP system shall support flexible placement of ICN/CCN caches by enabling flexible user-plane termination (including user-plane termination at the base station).

iii. The 3GPP system shall support efficient transport of a mobile optimised ICN/CCN protocol via the 5G and evolved LTE radio.

iv. The 3GPP system shall provide charging, LI and QoS support for the ICN/CCN protocol.

13) Network Slicing (use case 5.2 in TR 22.891)
With the new market segments and verticals, as described in the NGMN white paper [3], new diverse use cases will need to be supported by the 3GPP eco system. This needs to be done at the same time as continuing to support the traditional mobile broadband use cases. The new uses cases are expected to come with a high variety of requirements on the network. For example, there will be different requirements on functionality such as charging, policy control, security, mobility etc. Some use cases such as Mobile Broadband (MBB) may require e.g. application specific charging and policy control while other use cases can efficiently be handled with simpler charging or policies. The use cases will also have huge differences in performance requirements. 

In order to handle the multitude of segments and verticals in a robust way, there is also a need to isolate the different segments from each other. For example, a scenario where a huge amount of electricity meters are misbehaving in the network should not negatively impact the MBB users or the health and safety applications. In addition, with new verticals supported by the 3GPP community, there will also be a need for independent management and orchestration of segments, as well as providing analytics and service exposure functionality that is tailored to each vertical’s or segment’s need. The isolation should not be restricted to isolate between different segments but also allow an operator to deploy multiple instances of the same network partition. Furthermore, to support network slices with mission critical services on the same infrastructure, it is required that the isolation can be provided with high assurance. It will enable the 5G system to confine service-specific security/assurance requirements to a single slice, rather than the whole network. Similarly, in the event of a potential cyber-attack, the attack will be confined to a single slice.

The figure below provides a high level illustration of the concept. A network slice is composed of a collection of logical network functions that supports the communication service requirements of particular use case(s). It shall be possible to direct terminals to selected slices in a way that fulfil operator or user needs, e.g. based on subscription or terminal type. The network slicing primarily targets a partition of the core network, but it is not excluded that RAN may need specific functionality to support multiple slices or even partitioning of resources for different network slices.
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Figure 5: Network slices that cater for different use cases

This is referring to section 5.4 in the NGMN White Paper [3].

Examples of related use cases are given below:

-
Self-automated car in a smart city: Bob starts his self-automated driving car that relies on V2X communication. While sitting in the car, Bob initiates a HD video streaming service through the infotainment system available in the car. In this example, the V2X communication requires a low-latency but not necessarily a high throughput, whereas, the HD video streaming requires a high throughput but is tolerate to the latency. 


Both services are assumed to be provided by the same operator.

-
Healthcare robot: A robot that is monitored by the healthcare service provider takes care of elderly people at home. The robot sends a regular report of health status and the activities interacting between the robot and the elderly people to the healthcare operator. The robot also allows the elderly people to do any Internet like services (e.g., web-surfing, hearing streaming music, watching a video) or even making a call to their doctor directly in case of emergency.


Both services are assumed to be provided by the same operator.
Potential Service Requirements
i. The 3GPP System shall allow the operator to compose network slices, i.e. independent sets of network functions (e.g. potentially from different vendors) and parameter configurations, e.g. for hosting multiple enterprises or MVNOs etc. 

ii. The operator shall be able to dynamically create network slice to form a complete, autonomous and fully operational network customised to cater for different diverse market scenarios.

iii. The 3GPP System shall be able to identify certain terminals and subscribers to be associated with a particular network slice.

iv. The 3GPP System shall be able to enable a UE to obtain service from a specific network slice e.g. based on subscription or terminal type.

Potential Operational Requirements     

i. The operator shall be able to create and manage network slices that fulfil required criteria for different market scenarios. 

ii. The operator shall be able to operate different network slices in parallel with isolation that e.g. prevents data communication in one slice to negatively impact services in other slices.

iii. The 3GPP System shall have the capability to conform to service-specific security assurance requirements in a single network slice, rather than the whole network. 

iv. The 3GPP System shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice.

v. The operator shall be able to authorize third parties to create, manage a network slice configuration (e.g. scale slices) via suitable APIs, within the limits set by the network operator. 

vi. The 3GPP system shall support elasticity of network slice in term of capacity with no impact on the services of this slice or other slices.

vii. The 3GPP system shall be able to change the slices with minimal impact on the ongoing subscriber’s services served by other slices, i.e. new network slice addition, removal of existing network slice, or update of network slice functions or configuration.

viii. The 3GPP System shall be able to support E2E (e.g. RAN, CN) resource management for a network slice.
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