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1. Introduction
At SA4#94 work for a new EVS Codec Extension for Immersive Voice Services (IVAS) has been started [1]. The work item also refers to the previous TR 26.918 [2], which lists multiple use cases and formats for immersive audio. The present document attempts to connect the therein listed formats that seem to be relevant.

2. Audio Formats

In TR26.918 Immersive Audio is described as consisting of channel-based audio, audio objects, and scene-based audio. For the purpose of IVAS, it is the source’s opinion that all those inputs are relevant, however, for the mobile use case certain limitations seem reasonable to keep complexity within boundaries. Whereas the dominant reproduction setup for mobile consumption of immersive audio is expected to be headphones, to a certain degree built-in and external loudspeakers should also be targeted. As input to the codec, the present contribution assumes that there is input that is ‘UE-captured’ or via ‘remote microphones’ or content that has been ‘lightly-produced’.
For UE-captured immersive content, more than one microphone can be built into a typical UE, e.g. a smartphone or a 3GPP-enabled 360º camera. Then sophisticated microphone processing can be used to capture 3D audio content from the set of microphones built into the UE. Such processing (e.g. [3]) would then create channel-based audio in the desired loudspeaker configuration or scene-based audio with desired ambisonics order.
Simpler UEs often come with only a single or two microphones, which only enables mono or stereo recording configurations, however, UEs with more microphones and processing for e.g. 5.1 recording exist. Note that multiple microphones are often already available in UEs to support efficient acoustic pre-processing for e.g. noise reduction.
Remote microphones, e.g. clip-on microphones can be used to isolate audio objects in a scene. For communication scenarios with individuals being recorded each with their own microphone, this enables new possibilities for interactivity while e.g. a combination together with an ambient multi-channel or ambisonics recording would enable realistic reproduction of the captured scene while containing the most important information, the individual participants, as high-quality recordings even if they’re rather distant to the microphone for ambient recording. Note that ambient recording is optional and in a communication scenario it might sometimes even be unwanted but rather the participants without any interference might be preferred.

Note that there is no clear differentiation possible between microphones in the UE (UE-captured content) and content captured by remote microphones, as the UE could record the ambience and ‘remote microphones’ the ‘objects’ or also the phone could capture the individual and the scene is recorded externally. Also note that there are several types of spatially capturing microphones available, some outputting B-format (e.g. Sennheiser Ambeo), some outputting channel-based (e.g. Holophone H3-D).
Lightly-produced content is assumed to be user-generated and can be derived from channel-based, scene-based and audio object components by means of an intuitive rather simplistic mixing step, which is either automated or requires little user interaction. There seems to be a complexity issue and training issue for inexperienced users and therefore likely only a limited set of inputs seems reasonable to date. An alternative way of looking at lightly-produced content is that it is a simple version of a fully produced audio(visual) scene but has been reduced in number of channels or objects.

[1] comes with the following objective, which will be mapped, also considering the above, subsequently to a derived need for supported audio formats:
The solution is expected to handle encoding/decoding/rendering of speech, music and generic sound. 

i. It is expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including spatial information about the sound field and sound sources. The solution is expected to provide support for diegetic and non-diegetic input.
ii. It is expected to provide a decoder for the encoded format and a renderer with sufficiently low motion to sound latency.

Furthermore, the WID asks for 

The solution is expected to provide support for a range of service capabilities, e.g., from mono to stereo to fully immersive audio encoding/decoding/rendering. 

The solution is expected to be implementable on a wide range of UEs to address various needs in terms of balancing user experience and implementation complexity / cost.

Given the above objectives, it’s clearly asked for support of the most important channel-based audio configurations, which range for e.g. MPEG-H 3DA [4] from 1.0 (mono) to 22.2 (24 loudspeakers arranged in three layers). 7.1+4, i.e. a configuration with 7 speakers in the horizontal plane plus 4 speakers on a higher plane (and a subwoofer), seems to get some market traction and is therefore assumed to be also available to end customers soon. This configuration would result in twelve channels. For mono signals the IVAS extension to EVS should fall back to EVS to benefit from current deployment and allow interoperability.
Also support for scene-based audio is asked for. To address manageable implementation complexity too high orders should be avoided. To limit data rates, 16 channels seems as being a reasonable trade-off for spatial resolution vs. components needed. The source notes that there seems a tendency in the VR industry to converge to ACN component ordering and SN3D normalization.
Objects are the third method to provide an immersive audio experience. Given the use cases and envisioned application scenarios, it is unclear currently what level of sophistication for audio objects will be needed. However, since audio objects are meant to extend channel-based and scene-based audio, combinations should be supported by IVAS. To which extent audio objects only should be supported is not clear, however basic support for the same number of audio objects as would be used to extend channel-based and scene-based audio seems reasonable. At this point in time, support for up to four audio objects is proposed to e.g. combine immersive surround (7.1+4) with some objects, totalling in no more than 16 channels at the input. 
For communication scenarios that bundle multiple inputs, e.g. in an MMCMH-like use case, the individual participants’ audio signals are dispatched to the other participants ideally without re-encoding to allow user interaction by all participants (e.g. to raise the volume of Lisa). Assuming that each participant might use her own format, support for any combination becomes necessary, while it can still be assumed that there’s an upper bound of inputs to be forwarded allowing to set a limit for the maximum number of channels.
Immersive experiences can also benefit significantly from the use of diegetic and non-diegetic inputs, which may also come in different formats (see [2]). It seems as if the limit of 16 channels should still hold even if diegetic and non-diegetic inputs would both be present, as non-diegetic content is often mono or stereo-only, which only limits the possibilities to combine all formats a bit.

As a final note, output formats are not covered by this contribution. The source considers them for further study as the work item progresses.
3. Text Proposal
The IVAS codec extension shall support the following input formats:
· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), immersive surround (5.1+4 and 7.1+4) [, todo]
· Scene-based audio, including first-order (FOA), second-order, and third-order ambisonics with ACN component ordering and SN3D normalization.
· Object-based audio, with support for at least [four] independent mono object streams. Each audio object shall be defined by [todo].
In addition, the IVAS codec extension shall support combinations of the above, totalling at no more than 16 input channels. At least the following configurations shall be supported:

· Channel-based audio (1.0, 2.0, 5.1, 7.1, 5.1+4, 7.1+4) plus [four] audio objects

· Scene-based audio with first or second order ambisonics plus [four] audio objects

· Scene-based or channel-based diegetic audio together with mono or stereo non-diegetic audio  

The IVAS codec extension shall support the following output formats:

[todo]

4. Summary

The source kindly requests to take above information into account and accept the proposal in section 3.
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