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[bookmark: _Toc493756577]Introduction
The present document is a permanent document, collecting various agreements around use-cases, working assumption, requirements and considerations for the work on the Framework for Live Uplink Video Streaming (FLUS). The document is a living document and will be appended and updated with reached agreements.
The content of this document may be converted into a Technical Report or appended as informative annex to the technical specification.
The text in this version of the permanent document is work-in-progress.
The following output documents from the MTSI/ MBS adhoc in Seoul, Republic of Korea, 5 to 7 Sep. 2017 have been incorporated:
· S4h170033 as new use-case
· S4h170011 as new use-case
· S4h170025 as new use-case and (ín square brackets) as general consideration.
· S4h170026 as new use-case
· S4h170037 as new use-case
· S4h170038 as new use-case
· S4h170032 as part of Potential Instantiation 
· S4h170027 as technical issues in General Considerations

Further, the (draft) architecture diagram from S4h170039 has been copied into section 4.
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[bookmark: _Toc493756578]Introduction and Scope



[bookmark: _Toc493756579]Use-Case Descriptions
0. [bookmark: _Toc493756580]Use-Case: Hotspot
0. [bookmark: _Toc493756581]Description
In a hotspot scenario with high user density, depending on time of day (e.g. morning, evening, weekday vs. weekend etc.) and the location (e.g. pedestrians in shopping mall, downtown street, stadium, users in buses in dense city centre), there could be high volume and high capacity multi-media traffic upload and download towards internet. Users can be either indoor or outdoor. Meanwhile when a user is indoors, it is either stationary or nomadic; however, when a user is outdoor it may travel slowly up to 60 km/h.
0. [bookmark: _Toc493756582]Realization Considerations
0.0.2 [bookmark: _Toc493756583]Potential Requirements
0. [bookmark: _Toc493756584]Use-Case: Small Area Connectivity
1. [bookmark: _Toc493756585]Description
Small area connectivity covers e.g. an office scenario where the users and their serving nodes are expected to be deployed indoors. In an education environment virtual presence can give a remote student real time 360° video communication with their classmates and teacher. The coverage area per each serving node is small. In office, users do real-time video meeting and frequently upload and download data from company’s servers and they are various in size which could be up to terabit of data. The productivity is dependent on the efficiency of the system response time and reliability.
1. [bookmark: _Toc493756586]Realization Considerations
1. [bookmark: _Toc493756587]Potential Requirements
 
0. [bookmark: _Toc493756588]Use-Case: Live uplink video stream from drones or moving vehicles
0.2.1 [bookmark: _Toc493756589]Description
The media producer for an event is using drone-mounted-360 cameras or other moving vehicles like F1 cars, sailing boats or bicycles to capture scenes from more innovative angles. The drone is flown using line of sight, i.e. the drone pilot has direct visual contact to the drone. Other vehicles may have the driver / pilot on-board. 
The live video is streaming to the live ingest server and then used together with other camera feeds in a live TV broadcast. 
In particular for battery powered cameras, it may be beneficial to avoid processing like 360 video stitching on the device. Instead, it may be beneficial to leverage network based post processing functions, e.g. multiple video streams are transmitted and the stitching function is executed in the network.	Comment by TL 2: Td26
Use-Case example: An event-organizer plans to use multiple drone mounted-camera to capture live video from an event. All live video streams should be routed to an editing facility, where a program direct decides on the sequencing of live video into a single linear program. The media source of each drone is configured with their own target quality (bitrate) and target delay. Each media source is configured with a unique media sink so that the program director can identify each media source. 
Note, this use-case can be seen generic so that the camera is not limited to be “drone mounted” but can be mounted to any devices, incl. stationary objects. 
0.2.2 [bookmark: _Toc493756590]Realization Considerations
· The media producer company may have a B2B relation with an operator
· Events are scheduled a long time in advance and the network capabilities in that area can be assessed (and improved when needed) in advance.
· The live video of a media source may be delayed by a configurable delay, e.g. to prioritize quality over latency.
· The live video feed is here not used to navigate the drone. The drone is navigated by a separate pilot or by a follow-me function.
· When the media producer collaborates with the MNO, the MNO may provide guaranteed QoS to provide a suitable bitrate.
· In particular for multi-camera installations, not all cameras may be integrated with the 3GPP UE in the same device.
· When the media source sends multiple video stream to a network based stitching function, the ingest server needs to be configured to include a stitching function into the media processing pipe. Further, the ingest server needs to be aware, which streams should be forwarded to the video stitching function. Similar considerations apply to audio (e.g. audio mixing) and likely other media as well. 
· The media source is configured to produce multiple media streams of the same type (e.g. video), at the same time and with certain codec configurations (e.g. H.264 High Profile). It should be considered that the media source may drop one or more entire media streams because of congestion (in addition to media bitrate adaptation). For example, when the media source produces two video streams, each 180° fisheye, the media source may drop one of the two streams at times of congestion.
· Only authorized media sources can send content into a media sink. User-Plane video data from not-authorized sources are discarded. 
· The drone may not have a UI. It should be considered, whether drone configuration happens via 3GPP access.
0.2.3 [bookmark: _Toc493756591]Potential Requirements
· The solution should support high bitrate uplink to upstream high quality video. Media Sources can be configured with a target bitrate (target quality)
· The solution should support configurable uplink streaming delays in order to compensate for uplink bitrate variations. 
· The solution should allow multiple media components for the same content stream (i.e. one 360 Video Capture) of the same type, same time and should support provisioning and execution of network based media post processing functions.
· The solution should be able to leverage QoS bearers for high bitrate uplink streaming.
· The solution should allow for short interruptions, e.g. caused by handovers, (i.e. when the radio connection is switched over to another radio base station) 
· The solution should support longer interruptions and link bitrate changes, e.g. caused by Inter-RAT handovers (e.g. from NR to LTE). 
· The solution should support 360 video, UHD and other high bitrate video formats. Note, the focus is on the delivery and not on the format.
· The supported bitrate and the service delay requirements are FFS
· The ingest server may be operated by a 3rd party provider, which uses either subscription based QoS or 5G SBA for QoS and data plane.
· Media sources like drone based media sources may have a configuration interface to configure the Uplink Streaming service parameters.
0. [bookmark: _Toc493756592]Use-Case: Breaking-News reporter
0.3.1 [bookmark: _Toc493756593]Description
A News Corporation uses 5G and mobile equipment to speed up and simplify their breaking-news operations. Either, professional cameras are equipped with 5G uplink streaming modems, or regular smartphones (with external microphones) are used for video capturing. The universally available 3GPP coverage is used to stream the live video (with configurable, low delay) from the breaking news scene into the broadcast operation studio.
A news corporation negotiates a service level agreement with an operator so that a set of reporters can do sequential or simultaneous live reports. The general frame agreement between the news corporation and the MNO foresees, that each reporter can determine its own maximal video quality (measured in bit per sec). Each reporter should set its own quality, but some reporters are allowed to provider higher quality (i.e. use higher bitrates) than others. 
0.3.2 [bookmark: _Toc493756594]Realization Considerations
· The news corporation has a B2B agreement with an MNO to provide uplink QoS and special data plane tariffs.
· The MNO may have similar B2B agreements with several news corporations (or other companies). 
· The company may need authorization on a per-company level and on a pre-reported level.
· Potentially, several reporters may upstream video simultaneously. The ingest needs to clearly separate users per domain (here separate between reporters of a single news corporation).
· Only authorized video sources can send data to the ingests. The user plane may require encryption.
· News events are generally unscheduled and at unknown locations. So, it is not possible to tune the network (cell coverage / capacity) for events.
· News events may not be stationary, e.g. from a moving vehicle (e.g. helicopter or car).
· The live news feed may be stored in the media source device for later upload and usage.
· The target video quality (i.e. bitrate) and target live video delay is configurable and may depend on the used access network and the news corporation requirements.
0.3.3 [bookmark: _Toc493756595]Potential Requirements
· The solution should accept user plane traffic only from authorized media sources. User plane traffic may require encryption.
· The solution should support authorization facility on domain level (per company) and on user level (individual users).
· The solution should support different authorization levels. Each authorization level is allowed to configure / use different features.
· The solution should adapt to the currently available radio access technology.
· The solution should consider handovers within the same radio access technologies (Intra-RAT) and also to other radio access technologies (Inter-RAT).
· The ingest server and / or the media preparation may be operated by a 3rd party provider (like the news corporation). 
· The solution should support domain authorization and user-level authorization of ingest service features.

0. [bookmark: _Toc493756596]Use-Case: User-Generated Content
0.4.1 [bookmark: _Toc493756597]Description
The users capture various types of media contents, e.g., high fidelity, immersive media, VR, 4K, or UHD, using various devices, e.g., drones, professional cameras, omnidirectional cameras, or other battery powered devices. They want to share the contents with their families or friends, in one-to-one or one-to-many fashions, at the same or different times.   
A user X has invested some good money to acquire a high-end live sports camera. The user is interested to live broadcast his sports event on YouTube (TM) or Facebook (TM). The user sets up an ingest account.
The user is interested to get a high probability for a sustainable bitrate for the short live broadcast (i.e. the uplink equivalent to the “spinning wheel”). The user uses the self-service portal of an operator to schedule an uplink quality session. 
Example: A user X is interested to offer a live video feed through its social media account. The user has already a social media account and schedules a live event for the account. The user gets the ingest URL and parameters in response from the live event creation. 
In order to leverage a sustainable quality service from an MNO (i.e. ensuring that no spinning-wheel like of event occurs), the user login to the self-service uplink streaming portal (provided with the MNO subscription) and schedules a live uplink streaming event. The user configures the ingest URL for the social media platform, so that the MNO ingest server can either forward the stream or can apply QoS settings to that stream. 
0.4.2 [bookmark: _Toc493756598]Realization Considerations
· One or more media streams can be originated from the captured devices at the same or different times which the uplink service can group for future distribution
· Uplink service provides sufficient storage and security configurations so the end users are assured of content security
· Uplink services provide near-to-optimal reliability so the end users are assured of guaranteed services
· Social Media Platforms like YouTube (TM) or Facebook (TM) determine the distribution video profiles. Only a single (high) media quality (according to the external provicer specifications) needs to be supported.
· The MNO offers an ingest server and a self-service portal for the ingest server, which allows the user to configure a stream-forwarder, so that uplink QoS can be controlled and monitored by the ingest server.
0.4.3 [bookmark: _Toc493756599]Potential Requirements
· The system should allow transmission of various media types from the end user clients to the uplink service
· [The system should support transmission of media contents with different QoS levels as sought by the end user]	Comment by Kyunghun Jung: 
· The system should support end-to-end secure transmission of media contents 
· The ingest solution should support live stream configuration and forwarding to 3rd party ingest solutions.

0. [bookmark: _Toc486518811][bookmark: _Toc493756600]Use-Case: Monitoring of self-driving vehicles	Comment by TL 2: Td 33
0.5.1 [bookmark: _Toc493756601]Description
In this scenario, fleet management of self-driving vehicles needs to monitor the situation in the cabin and the front view of each vehicle en route, to ensure its safe driving. The view inside the vehicle shows whether the passengers are in a comfortable status and enables the monitoring officer to communicate with them when unexpected events occur or help is requested. The external view enables the monitoring officer or the artificial intelligence at the fleet management to confirm that the vehicle is moving on the planned trajectory. These two streams of video are sent with more relaxed end-to-end delays, e.g., 3-5 seconds, and equal to or lower packet-loss rates than MTSI, as image clarity is a key factor in these applications.
0.5.2 [bookmark: _Toc493756602]Realization Considerations
0.5.3 [bookmark: _Toc493756603]Potential Requirements
0. [bookmark: _Toc493756604]Use-Case: Control of vehicles/drones	Comment by TL 2: Td33
0.6.1 [bookmark: _Toc493756605]Description
In this scenario, the fleet management, either a human or an artificial intelligence, remotely controls the vehicles or drones based on the video they feed. To manage the high-speed movement of vehicles and drones, their front-view videos are streamed with a much lower transmission delay, e.g., 10 ms excluding the delay for encoding and decoding video, and equal to or lower packet-loss rates than MTSI, as the loss or delayed delivery of data can make catastrophic results in these applications.
0.6.2 [bookmark: _Toc493756606]Realization Considerations
Currently only 2D video is considered but immersive video may be added later.
0.6.3 [bookmark: _Toc493756607]Potential Requirements

0. [bookmark: _Toc493756608]Configuring device performance	Comment by TL 2: TD 11
0.7.1 [bookmark: _Toc493756609]Description
A single FLUS-capable device should be possible to use in several different contexts and situations, possibly differing between each usage of the device. One example could be covering a live sports event, streaming high resolution (and therefore high bitrate) video to viewers across the world, where an end-to-end latency in the order of 10s of seconds will still qualify as “live”. In another example, the same device is reused in an augmented reality online gaming scenario, tracking non-static real-world objects to decide on actions together with other players, with medium video resolution (and therefore medium bitrate) requirements, but sub-second end-to-end latency could be crucial for the gaming experience.
0.7.2 [bookmark: _Toc493756610]Realization Considerations
· A requirement for low latency encoding and transport typically comes with a cost in reduced spectral efficiency:
· Reduced codec efficiency (achievable media quality per transmitted bit)
· High radio network resource usage (per transmitted bit)
· The QoS needed to match desirable stream characteristics produced by the device may differ substantially between usages.
· It is assumed undesirable to always use the same low latency settings.
0.7.3 [bookmark: _Toc493756611]Potential Requirements
· The solution should allow for easy configuration of different media configuration and QoS settings per streaming session for a device.

0. [bookmark: _Toc488738115][bookmark: _Toc493756612]Use-Case: Live uplink video stream and distribution via MBMS / MooD	Comment by TL 2: Td25

0.8.1 [bookmark: _Toc493756613]Description
The media producer is using the FLUS framework for capturing a media stream. The media producer has a close collaboration with the media service provider, which may offer the content stream to consumers. The media service provider wants to offer the content stream as live media stream for consumption using a 3GPP system. The media service provider wants to leverage the 3GPP xMB interface and the MBMS Service Layer features (i.e. sending a DASH stream either via MBMS bearers or unicast bearers). The media service provider allows the MBMS operation on Demand (MooD) feature.
Use-Case example: A media producer is here also offering the media service. A planned event has already started and the media sources start sending video streams using the FLUS 3GPP system. The Ingest Server is configured in such a way that the content is packaged using 3GP DASH for MBMS and unicast 3GP DASH distribution. For unicast distribution, the media service provider has decided on 10 different bitrates, ranging from 200kbps up to 20Mbps (number of representations and selected bitrates are for study).
A high number of users are interested to watch the video content. Two users (User A and User B) are discussed in further detail: 
· User A is currently camping inside of the MBMS broadcast area and receives the media stream using MBMS. 
· User B is currently camping outside of the MBMS broadcast area (result of MooD counting procedure) and receives the content using 3GP DASH unicast. The DASH player is estimating the available link bitrate and selects matching DASH representations. 

0.8.2 [bookmark: _Toc493756614]Realization Considerations
· The ingest server offers configuration options, which allows definition of the post processing and also forwarding behavior to distribution systems. For the distribution side, the distribution system typically provides identifiers like the DASH MPD URL or an MBMS ServiceId for unique identification of a live video channel as result of the live channel configuration. 
· xMB supports ingestion of DASH content for distribution. The content provider (as defined by xMB), is required to provide the segments in compliant format. In this realization, the ingest server includes transcoder and packager functions and create xMB compliant formats. 
· xMB support unicast and MBMS DASH content distribution. The content provider (as defined by xMB) is responsible for providing as many representations as needed for a good unicast DASH offering. The device uses unicast as result of the MooD procedure.
· It is possible, but not recommended, that the media source provides multiple bitrate representations of the same content. Transmitting all created representations would require too high uplink bitrate. Instead, transcoding and packaging for distribution should apply on the ingest server.
· When only MBMS Broadcast distribution is considered in the offering (i.e. no MooD and unicast), then it could make sense to feed data from the media source directly into the xMB. The Media Source is required to produce compliant content for xMB-U ingest and also handle details around DRM (when needed). 
· The media source is configured to only provide a single, high quality (the highest quality). A transcoder is collocated with the ingest server, which creates the required DASH representations for distribution. 
· The ingest server can be configured to keep a copy of the incoming media stream or merge multiple input streams into one output stream (like 360 stitching or audio switching&mixing functions).
· It is assumed that the VRStream workitem (see TD S4-170751) enables MBMS and PSS clients to handle VR and Immersive media.
· When the ingest server transcodes the content, then the output format (resolution, container format, etc.) is independent from the input. For example, the ingest server may receive the content via RTP and use DASH as distribution format for MBMS and unicast.
0.8.3 [bookmark: _Toc493756615]Potential Requirements
· The media source sends the Live Uplink Video to an ingest server, which is creating the needed content format for the distribution side.
· The ingest server offers a configuration interface to describe incoming stream, e.g. how many video components. The ingest server should also offer configuration options to post process the incoming media, e.g. two stitch multiple video streams together into a single stream.
· For this use-case the ingest server should also offer configuration options to configure the media distribution side. The MBMS ServiceID and / or DASH MPD URL(s) are provided as result of the distribution side configuration (see xMB). Devices, which are consuming the media distribution service are required to use the ServiceID and / or the DASH MPD URL(s) for accessing the service.
· For this use-case of using xMB for content distribution, the ingest server should also offer configuration options for content transcoding and packaging, which belongs into the domain of a media service provider. When the FLUS spec contains configuration options of the media distribution path, the configuration options should be clearly separated from the ingest and post processing options.

0. 	Use-Case: VR Telepresence
0.9.1 [bookmark: _Toc493756617]Description
The general concept of a VR Telepresence system it to broadcast your own environment (e.g. as 360 degree video) and allow another party to enter your environment, while being able to interact with you. The VR feasibility study [1] presents 2 scenarios for such a VR telepresence, (1) a spherical video based call and (2) video conferencing with 360-degree video:
“In a Spherical Video based call (1), two parties communicate with each other. The parties experience the feeling of being immersed in the far-end party’s environment. For example, one call participant may be calling home from a beach. The call participant at home is able to have a spherical video and audio experience of the beach location.” [13]
As an example of (2), “Anne is holding a video conference call with her team from her home office. The team is located in a meeting room around a 360 camera and a microphone array is located on top of the camera to capture spatial sound. The conferencing application on her tablet shows a section of the 360°-view of the conferencing room. On voice activity, the camera shows the person currently talking. Anne can swipe the image to look into any direction in the conference room.”[13]
In both scenarios one side captures a 360-degree spherical video (e.g. accomplished through the use of an omnidirectional camera) and 3D spatial audio (e.g. captured with a microphone arrays). This captured image can be shown on a traditional display or within an HMD (for full immersion).

0.9.2 [bookmark: _Toc493756618]Realization Considerations
· Capture the user’s environment in 360 degree video with 3D spatial audio (alternatively only a part of the environment can be captured, e.g. 180-degree)
· Besides transferring the a full 360 degree image it should be supported to transfer a view port dependent part of the video in order to save network bandwidth
· Further the user might capture the environment with multiple cameras that change their recording behavior over time
· Render the video on either an HMD or add sufficient UI capabilities to allow a user to navigate the 360-degree video on a traditional screen or tablet
· Render spatial audio based on the current viewport of the user in the 360 degree space
· In the minimal case the immersive media can be streamed in one way only, any backchannel can be realized in the same way as presented or in any traditional way of transmitting audio/video/text
0.9.3 [bookmark: _Toc493756619]Potential Requirements
· Sufficient SDP-based mechanisms for the negotiation of streaming and VR capabilities across senders and receivers during both call setup and mid-call
· Spatial audio has to be transmitted in sync and via multiple channels (to support 3D and spatial characteristics)
· The solution should support different audio modes:
· No audio (audio is not transmitted or via a different channel, e.g. to support lower latency for audio vs. video)
· Stereo audio
· Multi-channel audio in sync with the video and with spatial information
· The solution should support different delay modes:
· Ultra-Low latency mode, with a camera to display delay that is as close to that of MTSI as possible (to enable conversational services) 
· Moderate latency mode, with delay of <10sec (for one way immersive media content, like remote teaching)
· High latency mode, with a delay of 10-30sec (for video broadcasting media, like stadium view, concert, webinar)
· The solution should support different video quality modes:
· Low quality mode, e.g. 2k video resolution with 30fps (up to 15Mbps)[14]
· Moderate quality mode, e.g. 4k video resolution with 60fps (up to 50Mbps)[14]
· High quality mode, e.g. 8k+ video resolution with 90+ fps (up to 339Mbps)[14]

0. [bookmark: _Toc493756620]Use-Case: Immersive media conversations	Comment by TL 2: td38
0.10.1 [bookmark: _Toc493756621]Description
In this scenario, streams of 360 video and multi-channel audio are transmitted from a media sender to a media receiver, as illustrated in Figure 1, which at the receiver side, are projected on a screen or a HMD, and played out with loudspeakers or a headphone. In the other direction, video bit-streams of lower quality or resolution are transmitted to show the sender how the far-end user is watching and hearing the video and audio. A session is used to provide two-way real-time voice conversation. The 360 video and multi-channel audio are synchronized but arrives slightly later than the speech frames captured at similar times.
[image: ]
Figure 3.11.1-1 Conversational use cases of FLUS [15]
0.10.2 [bookmark: _Toc493756622]Realization Considerations
0.10.3 [bookmark: _Toc493756623]Potential Requirements
[bookmark: _Toc493756624]System Design and Reference Architecture
During the 3GPP SA4 MTSI-MBS Ahdhoc on FLUS (4th to 7th September 2017), the following reference architecture was agreed as baseline.

[image: ]
Figure 4-1: Reference architecture for FLUS

The FLUS session is established via F-C. There may be several instantiations for a media session protocol (F-U). At least an MTSI based media session instantiation will be defined within FLUS.

F-U: Contains media plane establishment and the media data 

F-C: Select instantiation of FLUS Media (F-U) on a coarser granularity, e.g. MTSI, HTTP, etc.0
The FLUS sink may be selected based on performance requirements (HW for high quality stitching available, etc)

Capability discovery / negotiation / capability exchange (FLUS Sink selection / discovery). The actual number of F-U stream / codecs, etc is determined at F-U establishment (e.g. number of SDP m lines). F-C should be used to prepare the FLUS sink for upcoming incoming media stream and ensure, that the selected FLUS sink supports the required capabilities for the media session (except of one MTSIi case, where the IMS network routes the Invite message according to required capability as from SDP)
· Alt 1: F-C contains capability retrieval procedure (like stitching supported, etc): The FLUS Sink announces a set of capability groups and the FLUS source selects one capability group using F-C. The FLUS sink provides the selected server address (ie. HTTP URL or SIP URI), which should be used during Media Session establishment, to the FLUS source
· Alt 2: F-C allows the configuration of number of required video streams & capabilities, etc. I.e. The FLUS Source commits to not exceed the provided capability description. The FLUS source sends a single capability description and the FLUS sink accepts or rejects.
· Alt 3: the FLUS Source provides different desired capability options (incl. a preference indication) and the FLUS Sink selects one of the capability options (MTSIi like solution). The FLUS Source commits to not exceed the provided capability description for each provided alternatives. Example, the FLUS source can send the content “either 8x AVC streams (preferred) or 4x HEVC streams”
· When MTSIi is used, then either the SIP/URI is resolved using F-C or the IMS System is used for FLUS Sink routing (i.e. FLUS Sink selection is part of F-U). The later requires special IMS AS functionality to identify FLUS sessions and do route / re-directions to appropriate FLUS Sinks depending on SDP parameters

Static (like camera type) and Dynamic Metadata (like current ROI) should be part of F-U.
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Figure 4-2 FLUS Sessions


Uplink Media Plane: FLUS source is sending media to FLUS Sink

FLUS Session: Always equal or larger than Media Plane Session

When the FLUS sink is a rendering MTSI terminal, then the FLUS session is equal to Media Session. (F-C is empty for current MTSI devices.) 


[bookmark: _Toc493756625]General Considerations
Editor’s note: The text in Section 3 should be separated into use-cases, realization considerations and potential requirements, following the template in section 2.1.
0. [bookmark: _Toc493756626]General Use Case and architecture considerations
The work-item aims to standardize a framework for live uplink video streaming. One consideration is to use the means and capabilities of the various 3GPP access systems, but specifically the new capabilities and features of the new NR access technology. The various 3GPP access systems (e.g. LTE or NR) have different capabilities, which depend on the device realization (and device categories) and system deployment.
Live uplink video is typically used as contribution or ingest for a live video distribution services. The term ‘contribution’ is often used in professional TV productions for the live ingest of media. The main characteristics of such a video system is that the video flow is unidirectional, from the video source via some intermedia nodes to typically many receivers. The relation of the ingest link and a possible distribution system is depictured in Figure 1. Typically, the ingest link is decoupled from the distribution system. Or, the ingest server is just storing the video data for later usage or the ingest server is forwarding the video stream to a monitoring screen. For example, the live video of the source may be just stored in a file system for later use or the video material from the live video source are first screened and only used, when a program director decides to use a specific live source.  
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Figure 1: e2e system for live uplink video streaming (Presence of a Distribution System is optional)
On the distribution side, adaptive bitrate streaming (like DASH) is today commonly used. For adaptive bitrate, the content needs to be provided in multiple quality representations (called video profiles), e.g. ranging from a few hundred kbps up to several hundred Mbps. Depending on the usage, DRM protection is added for the distribution. The distribution system for IP based systems is typically a Content Delivery Network (CDN). Other distribution systems (IP and traditional broadcast systems) are certainly possible.
On the live ingest side (which is the scope of the work item), a live media source is capturing the frames, and then transmitting the frames to an ingest server (i.e. the media sink). In this document, we mostly focus on video content, since video content generally requires much higher data rates than audio or other media.
The captured video frames may be compressed for bitrate reduction before transmission over the ingest link. The contribution link in scope of this work item is a 3GPP access system, which is used in uplink direction. 
Due to presence of NATs and Firewalls in the ingest link path on the device side (yes, there are personal firewalls) and over 3GPP systems (although these functions are not standardized, they still exist), the media source of the communication (i.e. Camera), should always activate the communication session towards the ingest server (i.e. media sink). Reason is, that “opening ports” in firewalls is often prohibited due to security reasons or (company) security rules. Further, when there is a Network Address Translator (NAT) in the path, there must be a dedicated NAT forwarding rule to the target device. 
UEs are often configured with dynamic IP addresses. The firewall and NAT forwarding rules typically depend on the device IP address, thus, need to be adjusted with every IP address change. 
as opposed to UEs, ingest servers are properly configured (e.g. to be reachable) and secured to receive incoming connections. When the ingest server is behind a NAT, then according NAT forwarding rules are configured.
Therefore: Although it is technically possible to run servers on the 3GPP UE side, such realizations should be out of scope for the work item.
[bookmark: _Toc493756627]Video Compression considerations
In the professional broadcast work, the Serial Digital Interface (SDI) is commonly used for live video handling and for sending live video from an outside event into the broadcast studio.  SMPTE has defined in 2022 an RTP payload format (IETF RFC 4175) for carrying SDI signals over RTP (note that an RTP session can be established through various means). Typical SDI bitrates for high resolution video in the Gigabit range, since SDI carries either uncompressed video frames or lightly compressed video frames (e.g. using JPEG2000). The key benefit of SDI is the ability to switch on every frame (there are no GoP type of dependency structures) and the low latency (every frame is sent immediately).
3GPP use compressed video (using H.264 or HEVC) even for the low latency conversational video of VoLTE – Video (ViLTE) in order to reduce the video bitrate. For the low latency video compression, latency is prioritized over resulting video bitrate and several compression tools like B-Frames are avoided. It is recommended to discuss and agree the target bitrates / bitrate ranges and latency limits for the 3GPP Live Uplink video solution, before starting any detailed normative work. 
[bookmark: _Toc493756628]Adaptive Bitrate and QoS
3GPP systems support a different set of access systems like LTE or NR. Access systems have different capabilities such as supported link bitrate or QoS. The capabilities depend to a certain level on the deployment realization, e.g. allocated carrier bandwidth (e.g. LTE carries can support different bandwidth like 20MHz, 10Mhz). The access system may support carrier aggregation, meaning to combine uplink capacity of multiple radio carriers into a single uplink.
3GPP UE may have different capabilities, depending on the device realization and the device vendor.
The system characteristic may depend on the device movement pattern. For example, the channel characteristics may depend on whether the device is stationary or moving. When the device is moving, the device may perform handovers from one base station to other base stations or even from one access network to another access network. This could temporarily disrupt the stream, which can be mitigated by e.g. introducing additional buffering (and latency) before the ingest server.
Quality of Service (QoS) and other techniques may be used to increase the probability for availability of a certain minimum bitrate of the link ingest. 
It is recommended that the target solution can benefit from Quality of Service (QoS) mechanisms of the network. However, due to the differences in 3GPP access systems, mobility and deployments, it is recommended that the uplink streaming solution can work with different bitrates and that it supports even adaptive bitrate changes.
[bookmark: _Toc493756629]Security considerations
The live ingest solution needs to be properly protected against misuse. There are at least the following misuse considerations. 
The live ingest solution shall be possible to us with multiple, independent media sources, sequentially or simultaneously. The solution should consider or support the usage of separate accounts for each media source. An account here is the chain of ingest and postprocessing functions (like ABR transcoders) and likely also the distribution system (i.e. how the live feed is offered to the receivers) It must be ensured that only authorized client can access and control such an account, and that each account has a unique ingest point description.
Further, when the ingest server is listening on a certain ingest point (e.g. port or URL) for incoming data, it should be ensured that only authorized sources can ingest media data into the post-processing and distribution chain. Otherwise, the live service can be hijacked or spammed by inserting alternative video or just garbage data. So, the user plane should be protected so that the ingest server can differentiate between authorized content data and un-authorized data.  
[bookmark: _Toc493756630]Capability Exchange
As shown in Figure 1, the ingest server (media sink) is forwarding the data to subsequent functions link ABR transcoders. For any transcoding or any video rendering, the system needs to first decode the incoming stream. A wide range of different codecs and codec profiles are available. 
To ensure that the ingest server is capable of post processing the received stream, capability exchange and potentially codec negotiation is needed. The simplest form would be, that the ingest server announces or exposes its capabilities (like subtitle support or supported codecs), so that the client (media source) can select an appropriate subset for the live ingest. There are different means to expose or negotiate the settings.
The most obvious ingest server capability is the supported codecs and codec profiles. There are additional capabilities, like support for subtitle streams or the placement of ad-opportunity marker insertion. 
The capability exposure / negotiation framework should be extensible and allow for vendor specific capabilities.
[
[bookmark: _Toc493756631]Using FLUS as input for an xMB based distribution via MBMS / MooD	Comment by TL 2: Td25
The xMB interface supports a rich set of features for distributing content using either MBMS or unicast. Usage of unicast is only needed, when the content provider allows MBMS operations on Demand (MooD). 
DASH unicast is typically leveraging adaptive bitrate selection (ABR), meaning that the unicast DASH player is selecting a suitable quality representation for the current experienced link.
Figure 2 depicts an e2e architecture. The Ingest Server is collocated with an ABR Transcoder / Packager. It exposes a configuration interface for the Media Sink Configuration and also configuration options for the forwarding behavior.
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Figure 2: FLUS ingest and MBMS distribution
The xMB interface consist of user plane and control plane. The control plan is used to configure services and sessions. The User Plane is only established, when a configured session is active.
Figure 3 depicts more detailed functional break-down of nodes. 
The Configuration User Interface is used to configure the media source and the ingest server. The Ingest Server contains here also additional functions to bring the content into the desired distribution format needed for xMB-U.
The Media Source can contain multiple audio and video capture devices. For each outgoing media stream, a separate encoder function is needed. Media post processing like stitching multiple videos to a 360 video and for other post processing procedures is optional. The media source also contains a function for user plane establishment to stream the captured and packetized content to the ingest server.
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Figure 3: Node details
The ingest server contains functions to establish the uplink media plane and to receive the packaged content. When post-processing functions like 360 video stitching are not executed on the device, the ingest server contains post processing functions with combine multiple input streams into fewer output streams.  
For MBMS and MooD, the content is transcoded into one or more content representations and packaged into 3GP DASH format. In case of MooD, multiple representations are created and provided via xMB-U.
For the xMB-C transactions, the ingest server contains a Distribution Session Controller, which includes an xMB-C end-point. The Configuration User Interface is used here to configure the Distribution Session Controller. Distribution Sessions need to be created and activated.
The Configuration User Interface is also used to provide the results of the distribution configuration (i.e. MBMS ServiceIDs and / or DASH MPD URLs) towards receiving devices. 


]
[bookmark: _Toc493756632]Technical Issue: Uplink Media Adaptation	Comment by TL 2: Td27
These days personal broadcasting with smart devices over mobile networks has been increasing rapidly. Since the link quality of mobile networks changes far more often than in other types of networks, operation of uplink streaming needs to be adapted quickly to the link quality for higher quality. However current techniques for mobile media streaming focuses mainly on the down streaming services. Therefore improving the uplink streaming performance is necessary to cope with the congestion and passing bottlenecks.
[image: SKT_TS_1]
Technical Requirements
· Enable media adaptation to uplink bandwidth variation (e.g., providing available uplink bandwidth information for media streaming adaptation)
· Permanent or fixed QoS allocation for uplink media streaming

[bookmark: _Toc493756633]Technical Issue: Immersive Media Uplink Streaming supporting network-based low-complexity or low-latency stitching	Comment by TL 2: Td27
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Technical Requirements
· High uplink bitrate allocation – even higher for low-latency compressed or raw media data streaming 
· For low-latency real-time stitching fully synchronized media data delivery for real-time stitching (to reduce buffering requirements)
[bookmark: _Toc493756634]Technical Issue: Seamless Uplink Streaming Handover	Comment by TL 2: Td27
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Technical Requirements
· Seamless handover for uplink media streaming
· Available uplink bandwidth information of target cell
[bookmark: _Toc493756635] Technical Issue: Multi-path Uplink Media Streaming (Audio / Video)	Comment by TL 2: Td27
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Technical Requirements
· Available uplink bandwidth of each carrier or each network
· Aggregation of different uplinks (NR, E-UTRAN, UMTS, Wi-Fi, etc)
[bookmark: _Toc493756636]Potential Instantiations
There is a set of technical solutions available, which can be considered for the realization. In the following, we briefly introduce at least some of the available realization alternatives. It should be noted, that other realization alternatives are available.
0. [bookmark: _Toc493756637]General
12. [bookmark: _Toc493756638]RTP based schemes
RTP is a protocol, which is commonly used in various environments for video transmissions. There are various RTP payload formats available such as H.264 (RFC 6184) or HEVC (RFC 7798) video. There are also formats available for carrying MPEG2-Transport Stream multiplexed data inside of RTP (RFC 2250) or even uncompressed video of a Serial Digital Interface (SDI, SMPTE 2022-6) (RFC 4175). Note, the SDI is widely used in professional TV production systems.
RTP uses UDP transport and a dedicated protocol is needed to establish and configure the UDP transport. With SRTP, a security framework is available for RTP. Alternatively, or as complement, DTLS may be used.
12. [bookmark: _Toc493756639]HTTP based schemes

0. [bookmark: _Toc493756640]IMS-based system
[bookmark: _Toc493756641]System configuration
[bookmark: _Toc493756642]IMS base based live ingest session establishment
3GPP conversational services are built using IMS and IMS is well suited to establish the needed RTP user plane for providing an uplink live video (3GPP TS 26.114). In the live uplink case, the Communication channel is used only for unidirectional video and possible improvements of the IMS system for this use-case should be considered.
3GPP already has support for various RTP video payload formats, specifically for H.264 and HEVC video. Other payload formats could be added, when necessary.
IMS uses SIP/SDP for establishing the unicast transport sessions and also for the codec negotiation and selection. IMS provides a framework for authorization and authentication. SRTP and/or DTLS may be used to protect the user plane ingest against misuse.
Figure 2 depicts the session establishment with IMS. The media source is an IMS client. The media sink is the MRF (here). Another example could be that an auto-answering IMS client is used as media sink.
3GPP TS 26.114 defines a video rate control. Other RTP video rate control schemes exist, like SCReAM. One alternative is SCReAM (Self-Clocked Rate Adaptation for Multimedia) that is under standardization in IETF [10]. SCReAM handles the network congestion control and also provides with recommended bitrate for the Media Source(s). An implementation of SCReAM is available at [11].
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Figure 2: Session establishment with IMS
 
[bookmark: _Toc493756643]Security of IMS Control Plane and Media Plane	Comment by TL 2: Td32
General
The IMS security architecture, as copied from TS 33.203, and marked to highlight the IMS control plane and IMS media plane portions, is shown in Figure 6.2.3.1-1 below.
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Figure 6.2.3.1-1: The IMS security architecture (copied from TS 33.203)
The numbered circles in the diagram represent a set of security associations (SA), established between IMS network entities, for use in the protection of IMS signaling protocols. The SAs between the UE and the IP Multimedia core network subsystem (IM CN SS), such as 1 and 2, support access security. The SAs between different IM CN SS entities (e.g., 4/5 between P-CSCF and S-CSCF, or 3 between S-CSCF and HSS (Home Subscriber Server) support core network security. Figure 6.2.3.1-2 is another architecture diagram, taken from TS 33.203, that shows the mapping of the above security associations to the reference points as defined in TS 33.210, and marked to delineate the IMS control plane and IMS media plane portions.
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Figure 6.2.3.1-2: IMS security architecture in relation to Network Domain Security, cf. TS 33.210
As the diagrams above show, IMS control plane security must encompass protection of both the access and core network related IMS signaling – i.e., the SIP signaling between the UE and the P-CSCF related to UE access to the IM CN, and SIP signaling between IM CN SS nodes (over the Zb-reference point).
IMS media plane security is specified in TS 33.328. The related network architecture corresponds to the portions marked as “IMS Media Plane” in Figures 1 and 2. Specifically, the IMS media plane comprises (S)RTP-based streaming media sent by the FLUS Source and received by either the ingest server or destination UE as the FLUS Sink. In the example of E-UTRAN and EPC, the (S)RTP-based media stream is carried sequentially by the bearer services offering IP transport from the UE to eNB, eNB to S-GW, and S-GW to P-GW. From the MTSI- and IMS-based FLUS Service perspective, it can be seen from Figures 6.2.3.1-3(a), which is derived from Fig. 13.3-1 in TS 36.300, that the IMS media plane maps logically to the combination of the EPS Bearer service, comprising the concatenation of a) the Radio Bearer, S1 Bearer and S5/S8 Bearer services, and b) an intra- or inter-operator packet data network bearer service between the P-GW and the Ingest Server (the latter acting as an IMS Application Server (AS)). Figure 6.2.3.1-3 represents the end-to-end (UE-to-UE) FLUS Service deployment configuration, whereas Figure 6.2.3.1-4 depicts the upstream-only (UE-to-server) deployment configuration.



Figure 6.2.3.1-3: MTSI / IMS Media Plane based on 4G Bearer Service Model, FLUS e2e Configuration 


Figure 6.2.3.1-4: MTSI / IMS Media Plane based on 4G Bearer Service Model, FLUS Upstream-only Configuration

 IM Access Security

Security functions pertaining to access-related SIP signaling shall include authentication of the IM-subscriber (during UE registration with the S-CSCF), and may include confidentiality protection and integrity protection between the UE and P-CSCF. The former security procedure corresponds to SA #1 in Figure 6.2.3.1-1, and involves mutual authentication between the subscriber, as represented by the ISIM (IM Services Identity Module) in the UE, and whereby the HSS delegates the subscriber authentication task to the S‑CSCF. The IMS authentication shall be based on IMS AKA (Authentication and Key Agreement) procedures as described in clause 6.1 of TS 33.203. The latter procedure, performed between the SIP UA (User Agent) and the P-CSCF, corresponds to SA #2 in Figure 1. The (optional) confidentiality protection and integrity protection of SIP signaling shall employ IPsec ESP as defined by RFC 4303, as described in clauses 6.2 and 6.3, respectively, of TS 33.203.
IM Core Network Security
As shown in Figures 1 and 2, IM core network security pertains to protecting the SIP signaling message exchanges among IM CN SS entities: i.e., P-CSCF to S-CSCF, S-CSCF to HSS, and if applicable (in roaming scenarios), P-CSCF to I-CSCF, I-CSCF to S-CSCF and I-CSCF to HSS. These SIP signaling messages are delivered across the Zb-interface as shown in Figure 6.2.3.1-2, and correspond to the SAs numbered 3, 4 and 5 in Figure 6.2.3.1-1. IM CN signaling security is within the scope of network domain security at the IP network layer, or NDS/IP, as specified in TS 33.210. The NDS/IP architecture, copied from TS 33.210, is shown below in Figure 6.2.3.3-1. Its basic concept is to provide hope-by-hop security, whereby the security service available to the endpoints of a given hop is determined by the IPsec security association (SA) negotiated by the associated endpoints. Like IMS access security, IM core network security is based on IPsec’s ESP security protocol as defined by RFC 4303 and whereby integrity protection/message authentication and anti-replay protection are mandatory for use. The NDS/IP key management and distribution architecture is based on the IKEv2 protocol as defined in RFC 7296. Should the IMS signaling be required to traverse IP security domain boundaries, Security Gateways (SEGs), located at each side of the boundary, are required to protect the associated communications over the Za-interface.


Figure 6.2.3.3-1: Network Domain Security Architecture Applicable to IMS Core Network
Media Plane Security
As indicated in clause 6.2.3.1, IMS media plane security for RTP is specified by TS 33.328, and for which one of two essentially independent key management solution options can be selected for use. The first, referred to as SDES, is based on RFC 4568 and provides a simple key management protocol for media streams which are to be secured by use of SRTP as specified by RFC 3711. SDES defines a Session Description Protocol or SDP (as defined by RFC 4566) cryptographic attribute for unicast media streams. The attribute conveys a cryptographic key and additional security configuration parameters for a unicast media stream in either a single message or by a roundtrip exchange. The first solution supports either e2ae (end-to-access-edge, i.e. from UE to P-CSCF) or e2e media protection, and relies on the security of the IMS infrastructure, particularly on SIP signaling security as discussed in clause 6.2.3.2 and 6.2.3.3. The second solution provides e2e protection, independent of the signaling and transport network. It is based on use of a Key Management Service (KMS) and a ticket concept. The security offered is anchored by the KMS including the functionality used for user authentication and key generation.

 

0. [bookmark: _Toc493756644]Non-IMS-based system
[bookmark: _Toc493756645]System configuration
[bookmark: _Toc493756646]RTSP based live ingest session establishment
The 3GPP Packet Switched Streaming service (PSS) (3GPP TS 26.234) uses RTSP for downlink streaming session establishment. It seems natural to build a live uplink video streaming solution on RTSP, where the RTSP server (media sink) is located in the infrastructure.
Placing an RTSP server on the UE side is impractical, although technically possible. In particular consumer devices are shielded using firewalls. Some MNOs even use Network Address translations and assign IP addresses dynamically. 
The RTSP client should act as media source and the RTSP server as media sink (see Figure 3). The RTSP client shall establish the RTP uplink streaming sessions towards the RTSP server. The existing RTSP Setup procedure can be used to establish the UDP transport for the ingest link. Then, the uplink live streaming session is started using the “RTSP Record” method and potentially modified using RTSP Set Parameters.
Note, the RTSP Record method was obsoleted with RTSP 2.0.
 [image: ]
Figure 3: Session Establishment with RTSP
The RTSP Describe method is used to announce the selected codec and codec configuration. A separate procedure should be used to query supported codecs by the RTSP ingest server.
Security procedures to authorize and authenticate the RTSP client and the UDP user plane data need to be studied and discussed further. SRTP or DTLS may be used to protect the user plane ingest against misuse.
Various video rate control schemes for RTP streams existing and should be implemented in order to meet the delay requirements for the case where the throughput becomes low for instance due to degraded coverage. SCReAM, as introduced in Section 3.1.2, is one realization alternative.
[bookmark: _Toc493756647]WebRTC based live ingest session establishment
WebRTC is today widely supported in browsers for communication like services. WebRTC is designed for bi-directional communication services, but has been successfully tested and used for uni-directional streaming services. WebRTC Gateways can be used as Ingest Server.
WebRTC uses SRTP/ UDP as communication transport. Security using a combination of SRTP and DTLS is built-in. 
[bookmark: _Toc493756648]RTMP on TCP
The most common streaming protocol for uplink streaming is Adobe’s Real Time Messaging Protocol (RTMP). RTMP uses TCP for reliable uplink streaming on a well-define port (i.e. port 1935). The benefit of TCP and HTTP based uplink streaming formats with the server component on the infrastructure side is prevention of Firewall and NAT issues. The use of TCP necessitates TCP configurations that ensure low latency, this involved proper setting of TCP send buffers as well as the use of congestion control algorithms that ensures low latency, the details are tbd.
RTMP streams can be identified by the RTMP protocol handler scheme (rtmp://), so that URLs in form of rtmp://ex.com/live.swf can be interpreted by an application. A separate well-known port (port 1935) is defined for RTMP schemes, so providing the port is not required. Of course, an RTMP URL allows other ports.
RTMP defines its own message format and multiplexing mechanism. In order to support RTMP, both, the sender and receive must support the needed range of RTMP message types and message handling procedures. 
RTMP is a message based protocol. Each message contains a length, often a timestamp and some type information. Messages can be subdivided into smaller RTMP chunks in order to multiplex and interleave messages. RTMP defines “Chunk streams”, which can be multiplexed. Note, that there is a clear difference between RTMP chunks and HTTP chunks.
RTMP does not support all video codecs, audio codecs and closed captioning solutions. For example, HEVC seems currently not supported. 
According to Wikipedia, it is possible (using RTMPT) to tunnel RTMP through HTTP. However, there is no description of this function in the RTMP specification. Traditionally, RTMP was primarily used for downlink streaming from a server to a client. 
[bookmark: _Toc493756649]HTTP with MPEG2-TS or with Fragmented MP4
HTTP can also be used for Live Uplink Video Streaming. The benefit of HTTP is, that all HTTP specific security functions like HTTPS or source authentication, can be re-used. Here, either MPEG2-TS [ISO/IEC 13818-1] or Fragmented MP4 [ISO/IEC 14996-12] are suitable formats for uplink streaming. Further, the infrastructure is configured to allow HTTP or HTTPS traffic on port 80 or 443 to traverse any intermediate firewall.
In both cases, the HTTP client on the mobile 3GPP device is opening the HTTPS connection to the HTTP Ingest server using an HTTP request. The live uplink video is then provided with the HTTP body of the request. The HTTP client may use HTTP 1.0 principles to pipe the video content directly into the HTTP body or it may use HTTP 1.1 Chunked Transfer Encoding. HTTP Chunked Transfer Encoding allows the client to re-use the established TCP connection for subsequent HTTP transactions (persistent TCP connection). As is the case with RTMP over TCP, it is important to ensure that TCP is configured correctly. 
Figure 4 illustrates a call flow using fragmented MP4 that has live ingest format on HTTP. The media source is here an HTTP client. The Media sink is here a HTTP server, which forwards the receive stream chunks immediately into the post-processing chain, illustrated here as de-jitter buffer.
The client first queries and checks the capabilities of the HTTP Ingest Server, before the live uplink stream is started. HTTP can be used to query the capabilities. 	
<more details>
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Figure 4: Example realization using HTTP
Then, the HTTP client is uploading the live stream using HTTP chunked delivery within the body of the HTTP request. The fragments, which are carried as HTTP chunks are formatted according to ISO/IEF 14996-12. The Movie Box (‘moov’) contains the codec, codec configuration and potentially other information. When the client terminates the live ingest, then the server provides the HTTP response (201 Created in this case).
When MPEG2_TS [ISO/IEC 13818-1] is used as ingest format, then the fragments are formatted according to MPEG2-TS.
Rate control should be implemented in this solution, this can preferably monitor the TX buffer and adjust the Media Source accordingly.
[bookmark: _Toc493756650]Session management






[bookmark: _Toc493756651]Media Profiles and Handling




[bookmark: _Toc493756652]Uplink Streaming Service
0. [bookmark: _Toc493756653]Introduction
Editor’s Note: The content of this section describes general capability discovery and capability exposure and should be moved to section 8.3.
An Uplink streaming service provides an end point for UEs to stream content which may be stored or later be distributed to interested users. Below are some of the parameters of an uplink streaming service that can be configured or provided as a feature to UEs.    
 
	Parameter
	Description

	Supported control protocols
	List of supported control protocols for setting up streaming sessions between UEs and uplink service. 

	Security 
	Security configurations the uplink service can have with downlink UEs during content distribution


Table 1: List of parameters/capabilities of an uplink service

Other parameters that may need further considerations are provided in the following table:
	Processing
	Possible processing operations that are offered by the Uplink end-point for the UE. 

	Hosting threshold
	Amount of time and storage capacity that can be made available by the uplink service for the UE

	Supported downlink service delivery methods 
	Type of distribution the uplink service supports for downlink distribution (e.g., unicast, multicast, broadcast, or a combination of above)



[bookmark: _Toc493756654]Discovery of Available Uplink Streaming Service
Editor’s note: The content of this section is relevant to configure the UE with the results of the Uplink Streaming Service Configurations. 
Before streaming content to the uplink service, the UEs require a mechanism for discovery of available uplink services. The available uplink services can be discovered using one of the following methods. Note, preparation steps such as account creation and other preparations may happen before the UE discovers the Uplink Streaming Service:
· Option 1: uplink streaming services can be pre-configured or manually entered in the UE. Manual entering may occur via a local GUI / key board or via an interface (like HTTP)
· Option 2: Using device management mechanisms such as OMA DM to configure the UE with available uplink streaming services. 
· Option 3: Using Domain Name Service (DNS) for discovery of available uplink services. DNS records can be configured for location and service details. 
[bookmark: _Toc493756655]Service Capability Discovery of an Uplink Service
Using one of the uplink service discovery techniques as described in previous section, if the UE only gets to know the entry point information of the uplink streaming service, it can use the interface to query the uplink streaming service for complete service details. Once the UE gets to know the capabilities of an uplink streaming service, it can proceed to initiate a session with that uplink service.    
[bookmark: _Toc493756656]Uplink Streaming Service Configuration 
Once the user discovers the uplink service capabilities, and if it is interested in using that uplink service, it will perform service and session configuration with the uplink service. 
Note, the UE or another device may be used for the service configuration
Note, the definition of the terms service and session in context of FLUS is ffs
· Service configuration using the USS interface: The UE performs service configuration at the uplink service endpoint to configure and negotiate parameters for uplink streaming and potentially also parameters pertaining to the storage and / or downlink distribution of the content as shown in the following figure.



[bookmark: _Toc493756657]  Session Setup with Uplink Streaming Service

The session set-up for the actual uplink streaming user-plane may happen in different ways. 
Note, the Service configuration should be separated from the session setup in this section.
Delegate session setup to a control protocol: With this option, the source UE performs service configuration as defined in the previous option using APIs with the exception of negotiating uplink streaming parameters. The UE negotiates downlink parameters (described above) and just the control protocol it can use for uplink streaming. The UE will switch to using the control protocol (e.g., SIP) for completing the session setup with the uplink service. The UE and uplink service can use the negotiated control protocol for defining session parameters for uplink streaming. The exchange between UE and uplink service will be as follows:
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