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1 Introduction
During the SA4 Adhoc meeting on FLUS, document S4-17h0035 addressing FLUS content model and metadata was agreed with the following aspects:

· Define an abstract source/content model in FLUS that describes the sources and their relation based on the most immediate use cases including the considerations in clause 3. The definition includes:

· Data model

· Parameters and the associated semantics, as well as parameter value space

· Provide a mapping of the parameters to the FLUS control and data plane architectures or define a new representation if not yet existing

· Align with existing industry metadata to the extent possible. 

· Use the proposed parameters in clause 4 as a baseline for the abstract parameters and add other parameters extracted from the discussion at the f2f adhoc meeting such as encoding, etc..

This document follows on the agreements in S4-17h0035.

This document attempts to align with OMAF, JCT-VC, ITU-R and VR-IF Guidelines to the extent possible. 
2 Content Model

2.1 Source Bundles

Source bundles collect sources that have a relationship. Source bundles may for example include all cameras at an event (e.g. all cameras in at a formula one track, including those mounted on a car). The signal produced by the sources are largely independent, but are time-synchronized.
2.2 Content Sources
Each source bundle may consist of at most one audio and at most one video source, and in addition metadata may be provided. 

· Video

· single camera 2D content

· Fish-eye camera, producing one stream

· Pre-stitched at the source (may also work with all of the above cameras) and 3D content is uploaded

· Cloud Stitching: Multiple cameras (up to 8), like Ozo, or GoPro (6), Google Jump

· Each camera stream is up-streamed individually as 2D video

· Fixed in relationship and well-described geometry (maybe only type is sufficient and the numbering with streams)

· Output signals are assumed to be synchronized and calibrated

· Stitching Metadata is proprietary 

· Packed content for stitching: similar to previous, but each of the view are provided as a packed region

· For each of those the describing metadata is present as well as the encoding and delivery
· Audio Capturing devices

· Combination of spatial signals and format is generated at sink

· A combination of mono signals that are well described by metadata (such as ambisonics number)

· Information on practical implementation and products would be good

· ADM describes this

· Individual Mono Audio sources generated by a well-defined microphone array

· Each mic stream is upstreamed individually as mono signal

· Fixed in relationship and well-described geometry (maybe only type is sufficent and the numbering with streams)

· Capture Output signals are assumed to be synchronized and calibrated

· The mixing metadata is proprietary

· Distributed microphone arrays

· Similar as above, but you need detailed spatial coordinates, etc. with each mic

· Metadata

· Device or sensor location which may change dynamically

· Time of the day (recording tracking) 

· Recording information and and 

· Heatmaps 

· Director cut 
· Region of Interest

· Content Description 
· info on the content author (casual user vs professional entity, his popularity score as content creator, other recently produced contents, etc.);
· targeted user profile (car race fan, bored soccer mom, eccentric millionaires,...),
· targeted user location (e.g. in case the media is about some very localized/limited interest event);
· additional metadata about the type/genre of content - football game, music concert, content duration, etc.
2.3 Descriptive Metadata Overview

Based on the above information, Table 1 provides an overview on descriptive metadata.
Table 1 Overview of Descriptive Metadata addressing the use cases above
	Type
	

	Video

	2D-Video
	Codec-Independent code points (ISO/IEC 23001-8)
Video Elementary Stream: SPS/PPS/VUI
File Format Data for video handler

DASH MPD

SDP parameters for video in MTSI

	Fisheye Video
	SEI message [tbc]
OMAF metadata

	Projected 360 Video
	SEI messages in Elementary stream: ERP, Frame Packing Arrangement, etc.
OMAF Metadata

VR-IF Guidelines

	Packed Video Content
	SEI messages for region-wise packing
OMAF metadata

	Multistream Video
	DASH MPD with Viewpoint
SDP parameters

	Audio

	2D Audio
	Codec-Independent code points

File format for audio handler
Audio Definition Model

	3D Audio
	Codec-Independent code points

ITU-R Audio Definition Model (ADM)
MPEG-H audio metadata

VR

	Multi-microphone
	tbd

	Metadata

	Location
	3GPP Metadata Track
Timed metadata in MPEG (ISO/IEC 23001-9)

	Timing
	File Format
SDP

	Processing Information
	Tbd

	Director’s Cut
	OMAF

	Heatmap
	OMAF

	Content Description 
	Existing metadata and filters

	Synchronization and Alignment

	Synchronization
	RTP and RTCP sender reports

File format tracks
DASH presentation time offset

	Spatial Alignment
	Coordinate system alignment (tbd)
Rotation 


3 Source Content Models

3.1 Overview

In order to properly describe the source content needs to be presented. This section provides the relevant parameters.

3.2 Video

3.2.1 2D Video

2D Video is described by the parameters in Table 2. 
Table 2 2D Video Parameters

	Parameter
	Explanation
	DataType
	Examples

	PixelDimensions
	Width and Height of the luma video reference frame in pixels.
	Integer x Integer


	4096 x 2048, 1920 x 1080, etc.

	FrameRate
	Frame Rate in frames per second
	Integer
	25, 30, 48, 50, 60, 90, 120

	CroppingInformation
	Cropping Information top, right, bottom, left
	Integer, Integer, Integer, Integer
	can be any information in pixel



	PictureAspectRatio
	Picture aspect ratio
	Integer : Integer
	2:1

	ChromaFormat
	Chroma format
	Enum
	YCbCr

	ColourSampling
	Colour sampling format
	Enum
	4:2:0

	SampleAspectRatio
	Sample aspect ratio
	Integer : Integer
	1:1

	BitDepth
	Bit depth
	Integer
	8, 10

	ColourPrimaries
	Colour primaries
	Integer, Integer
	1, 1: ITU-R BT.709: colour_primaries=1, matrix_coefficients=1
9, 9: ITU-R BT.2100  colour primaries and non-constant luminance matrix coefficients, i.e. colour_primaries=9, matrix_coefficients

	TransferFunction
	Transfer function
	Integer
	1: BT.709
14: SDR BT.2020
16: HDR PQ10

	Encoding Format
	Codec
	String
	H.264/AVC + profile and level

H.265/HEVC + profile level


3.2.2 Spherical Video
This description follows the model defined in Draft Amd.3 of H.265/HEVC as available in http://phenix.int-evry.fr/jct/doc_end_user/documents/28_Torino/wg11/JCTVC-AB1005-v1.zip.

A key issue is a presentation of spherical video (possibly in stereo mode) in a 2D texture mode. 2D texture can be used for regular 2D distribution using the parameters defined in clause 3.2.

	Spherical Video

	Spherical
	Flag indicating if the video is a spherical video
	Boolean
	Yes

	ProjectionType
	Projection type used in the video frames
	Enum
	Equirectangular

	StereoMode
	Description of stereoscopic 3D layout
	Enum
	mono, stereo-left, stereo-right

	Coverage
	Coverage Parameters of the video
	More details below
	

	Rotation
	Rotation Parameters
	More details below
	


The mapping of the colour samples of 2D texture images onto a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in Figure 1.
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Figure 1: Spherical surface coordinates ϕ, θ with yaw, pitch, and roll of the region of a sphere covered by the cropped output picture relative to the equator and 0 meridian
Rotation angles yaw (α), pitch (β), and roll (γ) are also used in the specification of these semantics.

Relative to an (x, y, z) Cartesian coordinate system, yaw expresses a rotation around the z (vertical, up) axis, pitch rotates around the y (lateral, side-to-side) axis, and roll rotates around the x (back-to-front) axis. Rotations are extrinsic, i.e., around x, y, and z fixed reference axes. The angles increase clockwise when looking from the origin towards the positive end of an axis.

Assume a signal with the following parameters is provided:

· Projection is ERP with the coordinate system and mapping according to Figure 1.

· The frame rate of the signal is provided as FrameRate
· The full reference 360 video has spatial resolution FullWidthPixel times FullHeightPixel with picture aspect ratio 2:1

· The signal may follow the mono or stereo. If stereo, the signal is provided separately per eye. The type is expressed in the StereoMode parameter.

· The signal may have a restricted coverage expressed in the Coverage Parameter, if present, in the spherical domain expressed as follows:

· AzimuthMin specifies the minimum azimuth value of the coverage sphere region in the range of −360 to 360 degrees.

· AzimuthMax specifies the maximum azimuth value of the coverage sphere region in the range of −360 to 360 degrees. This value is greater than AzimuthMin.

· ElevationMin specifies the minimum elevation value of the coverage sphere region in the range of −90 to 90 degrees.

· ElevationMax specifies the maximum elevation value of the coverage sphere region, in in the range of −90 to 90 degrees.

· The signal may have prerotation expressed in the Rotation parameter, if present, in the spherical domain expressed as follows

· RotationYaw specifies the value of the yaw rotation angle in the range of −180  to 180 degrees. When not present, the value is inferred to be equal to 0.

· RotationPitch specifies the value of the pitch rotation angle in the range of −90  to 90 degrees. When not present, the value is inferred to be equal to 0.

· RotationRoll specifies the value of the roll rotation angle in the range of −180  to 180 degrees. When not present, the value is inferred to be equal to 0.

· If not the full signal is provided but a cropped version of it, then this is expressed by the Cropping Parameter with the four following values

· Top: the number of pixel cropped by on the top compared to the full pixel height.
· Right: the number of pixel cropped by on the right compared to the full pixel height.
· Bottom: the number of pixel cropped by on the bottom compared to the full pixel height.
· Left: the number of pixel cropped by on the left compared to the full pixel height.
· The provided image sequence therefore has a luma component with 

· Width being FullWidthPixel - (Cropping.Left + Cropping.Right)
· Height being FullWidthPixel - (Cropping.Top + Cropping.Bottom)

· Note that the Cropping parameter should be chosen  such that all pixels that are in coverage are included in the image.

The local projected sphere coordinates ((, () for the sample location for the centre point of a sample location (i, j)  is derived as follows:

· ( = ( AzimuthMin + ( 0.5 − i ÷ FullWidthPixel ) * ( AzimuthMax − AzimuthMin ) )
· ( = ( ElevationMin + ( 0.5 − j ÷ FullHeightPixel ) * (ElevationMax − ElevationMin ) ) 
If the Rotation parameter is not present, then the global projected sphere coordinates ((′, (′) for the sample location for the centre point of a sample location (i, j)  are identical to the local sphere   coordinates ((, ().

If the Rotation parameter is present with parameters RotationYaw (α), RotationPitch (β), RotationRoll (γ) - all in units of degrees - then the global projected sphere coordinates ((′, (′) for the sample location for the centre point of a sample location (i, j)  are derived based on its the local sphere  coordinates ((, () as follows
· x1 = Cos( ( ) * Cos( ( )
· y1 = Sin( ( ) * Cos( ( )
· z1 = Sin( ( )
· x2 = Cos( β ) * Cos ( γ ) * x1 − Cos( β ) * Sin( γ ) * y1 + Sin( β ) * z1
· y2 = ( Cos( α ) * Sin( γ ) + Sin( α ) * Sin( β ) * Cos( γ ) ) * x1 +


( Cos( α ) * Cos( γ ) − Sin( α ) * Sin( β ) * Sin( γ ) ) * y1 −


Sin( α ) * Cos( β ) * z1




· z2 = ( Sin( α ) * Sin( γ ) − Cos( α ) * Sin( β ) * Cos( γ ) ) * x1 +


( Sin( α ) * Cos( γ ) + Cos( α ) * Sin( β ) * Sin( γ ) ) * y1 +


Cos( α ) * Cos( β ) * z1
· (′ = Atan2( y2, x2 ) * 180 ÷ π
· (′ = Asin( z2 ) * 180 ÷ π

The above content parameters may be mapped directly to the encoded signal or a preprocessing needs to be applied such that the above parameters are adjusted. 

3.2.3 Multistream Video

Multistream video primarily requires  

Table 3 2D Video Parameters

	Parameter
	Explanation
	DataType
	Examples

	Configuration
	Provides a unique identifier for a configuration
	URI


	GoPro with exact parameters
Ozo with exact parameters

	NumberStreams
	Number of streams that are provided
	Integer
	2, 6, 8

	
	id
	Unique identifier of the stream within the configuration
	Integer
	

	
	2D Video Parameters
	Provides the 2D video parameters for each stream
	Integer
	


3.2.4 Packed Video

No packing is defined yet, but region-wise packing may be extended. More details needs to be defined.
Table 3 2D Video Parameters

	Parameter
	Explanation
	DataType
	Examples

	Configuration
	Provides a unique identifier for a configuration
	URI


	GoPro with exact parameters
Ozo with exact parameters

	2D Video Parameters
	Provides the 2D video parameters for each stream
	Integer
	

	NumberOfRegions
	Number of regions that are provided
	Integer
	2, 6, 8

	
	id
	Unique identifier of the stream within the configuration
	Integer
	


3.3 Audio

3.3.1 2D Audio

tbd
3.3.2 3D Audio

tbd
3.3.3 Multi-stream Audio
tbd
3.4 Metadata

3.4.1 Location

tbd
3.4.2 Timestamp

tbd
3.4.3 Region-of-Interest

tbd
3.4.4 License

tbd
3.4.5 Others
Tbd

3.5 Alignment and Synchronization

The different tracks need to be synchronized in time and aligned in one coordinate system. Metadata may be necessary to provide this alignment.
4 Metadata delivery

4.1 Considerations
In order to deliver the metadata from the sources to the sink, several options exist. To consider a suitable delivery mechanism, a few aspects should be considered:

1) Is the metadata static (does not change within a session), semi-static (is typically static, but configuration can be changed) or dynamic (changes potentially with every sample of is time-dependent)?

2) Is the metadata related to an entire source bundle, to one content source, or to one media component of a content source?

3) Is the metadata already defined properly in a transport system and can be re-used?
4) Does the metadata have to be accessed on certain protocol layers, for example

a. For session establishment

b. For capability negotiation

c. In the rendering and display process

d. Etc.

Also based on these considerations, a for each protocol instantiation, the solution may be different, depending on the available functionalities. 

4.2 Carriage Options

The metadata may be carried in different instances and an overview is provided in Table 4.
Table 4 Carriage Options of Metadata

	Container
	Usage
	Example

	SDP attribute/parameter
	Metadata that is static for the FLUS media session
	Camera configuration

	RTP header extension
	Metadata that needs to be aligned with the media packets
	Geo-location/orientation if the capturing device is mobile (e.g., drone)

	RTCP APP
	Metadata that is dynamic but does not require alignment with the media packets
	Heatmaps

	Media Inband
	Metadata that is defined along with the codecs
	SEI messages

MPEG-H audio metadata

SPS/PPS/VUI

	ISO BMFF specific signalling and new schemes
	Metadata is provided in the Movie Header
	Fisheye metadata

	ISO BMFF metadata tracks
	Carried in metadata tracks
	Location metadata, Region of Interest, etc.

	DASH MPD
	Carriage of static or semi-static parameters
	Video codec, sample entry, etc.


4.3 Video Inband Parameters
4.3.1 General

Many parameters can be carried in the video elementary stream. Also, the video elementary stream provides an accurate semantical definition of the parameters as well as the value space. In the following a few relevant inband functionalities are provided. 
4.3.2 SPS/PPS and VUI

SPS and PPS, especially the VUI enables to carry relevant 2D video parameters.
4.3.3 Equirectangular projection SEI message
The equirectangular projection SEI message (as defined in, clause D.2.41.1 and D.3.41.1 of [JCTVC-AB1005]) provides information to enable remapping of the color samples of the output decoded pictures onto a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in Figure 1.
The following general rules apply for SEI message generation:

· An SEI message with payload type 150 is generated

· The erp_cancel_flag is set to 0

· The erp_persistence_flag is set to 1

When the video provides full 360 coverage and no Coverage parameter is present, then the erp_explicit_coverage_range_flag is set to 0. 
When the video does not provide full 360 coverage as indicated by the Coverage parameter, then

· the erp_explicit_coverage_range_flag is set to 1

· the erp_azimuth_min, erp_azimuth_max, erp_elevation_min and erp_elevation_max are set accordingly using the Coverage parameter values and the mapping defined in D.3.41.5 of [JCTVC-AB1005]

· the region-wise packing SEI messages (as defined in as defined in clause D.2.41.3 and D.3.41.3 of [JCTVC-AB1005], more details in clause 4.3.5) should be generated in order to maximize the visible information in the encoded 2D image using the Cropping information parameters as follows

· The rwp_cancel_flag is set to 0

· The rwp_persistence_flag is set to 1

· num_packed_regions is set to 1

· proj_picture_width is set to FullWidthPixel
· proj_picture_height is set to FullHeightPixel
· packing_type[0] is set to 0
· proj_region_width[0] is set to  FullWidthPixel - (Cropping.Left + Cropping.Right)
· proj_region_height[0] is set to  FullHeightPixel - (Cropping.Top + Cropping.Bottom)
· proj_region_top[0] is set to  Cropping.Top 
· proj_region_left[0] is set to  Cropping.Left
· transform_type[0] is set to 0

· packed_region_width[0] is set to  FullWidthPixel - (Cropping.Left + Cropping.Right)
· packed_region_height[0] is set to  FullHeightPixel - (Cropping.Top + Cropping.Bottom)
· packed_region_top[0] is set to  Cropping.Top 
· packed_region_left[0] is set to  Cropping.Left
4.3.4 Frame packing arrangement SEI message
When the video is stereoscopic, then the frame packing needs to be generated and an appropriate frame packing arrangement SEI message (as defined in ISO/IEC 23008‑2 [ADDSEI] section D.3.XX) needs to be generated as follows

An SEI message with payload type 45 is generated

The frame_packing_arrangement_cancel_flag is set to 1
The frame_packing_arrangement_type is set to one of the following values: 3 or 4. For more details on the choice of one of the formats, see below.

The quincunx_sampling_flag is set to 0

Using frame-compatible plano-stereoscopic video formats means that the left-eye and right-eye images are arranged in a spatial multiplex which results in a composite image that can be treated like a conventional 2D image. Annex A of TS 101 547-2 [TS1015472] provides an informative overview of the frame compatible video formats and how a single 2D image can be generated if frame_packing_arrangement_type with a value of 3 or 4 is in use.
4.3.5 Region-wise packing SEI message
The region-wise packing SEI message provides information to enable remapping of the colour samples of the cropped output pictures onto projected pictures. For more details, refer to  clause D.2.41.3 and D.3.41.3 of [JCTVC-AB1005].
4.4 Audio Inband Parameters

Tbd

4.5 ISO BMFF Timed Metadata Tracks

4.5.1 Introduction

ISO BMFF timed metadata tracks are available. Different information is collected, partially from 3GPP and partially from MPEG.
4.5.2 Location timed metadata in the 3GPP File Format

When Location timed metadata is stored in the 3GPP File Fomat, a timed metadata track shall be used with LocationSampleEntry box as described in clause 6.12 of TS26.244. The presence of LocationSampleEntry indicates that the metadata sample format are the fields of the Location Information box in Table 8.10 of TS26.244 starting from the Role field, i.e. as shown in the table below:

Table 15.1: Location timed metadata Sample Format
	Field
	Type
	Details
	Value

	Role
	Unsigned int(8)
	Non-negative value indicating role of location
	

	Longitude
	Unsigned int(32)
	Fixed-point value of the longitude
	

	Latitude
	Unsigned int(32)
	Fixed-point value of the latitude
	

	Altitude
	Unsigned int(32)
	Fixed-point value of the Altitude
	

	Astronomical_body
	String
	Text of astronomical body
	

	Additional_notes
	String
	Text of additional location-related information
	


For the definitions of these fields, see the definitions of the Location Information box in clause 8.2 of TS26.244.

4.5.3 Region of Interest

See OMAF for directors cut.
5 Signaling Proposal

5.1 High-level approach

Based on the discussions in this document, the following is proposed:
1) Rely on externally defined metadata and reference as appropriate.

2) If no externally defined metadata is yet available, but work is in progress or proprietary metadata exists, provide means that this data can be carried, but do not define the data for FLUS.

3) Use codec inband signaling for metadata signaling as the first option. Inband signaling provides the most robust way to be independent of the transport.

4) Expose inband signaling to the system level only if it is necessary and important for capability exposure, capability exchange, processing optimization or network-based processing.

5) Defer open issues for later phases, do not attempt to solve everything in the first phase and communicate with MPEG on open issues.
5.2 Proposed Signaling for SDP/RTP applications

It is proposed that source bundles are signaled on application level. In this case the SDP/RTP-based signaling is defined.
	Type
	

	Video

	2D-Video
	Video Elementary Stream: SPS/PPS/VUI

SDP parameters for video in MTSI/payload formats

	Fisheye Video
	SEI message [tbc], if not available send LS to MPEG
New SDP parameter that indicates the presence of the SEI messages/scheme type.

	Projected 360 Video
	SEI messages in Elementary stream: ERP, Frame Packing Arrangement, etc.

New SDP parameter that indicates the presence of the SEI messages/scheme type. 

	Packed Video Content
	SEI messages for region-wise packing [tbc], if not sufficient, send LS to MPEG, and possibly tiles.
Association between regions needs to be provided.

New SDP parameter that indicates the presence of the SEI messages/scheme type.

	Multistream Video
	2D Video Parameters
Proprietary signaling

	Audio

	2D Audio
	Open

	3D Audio
	Open

	Multi-microphone
	Open

	Metadata

	Location
	Location information either provided SDP signaling or in an RTP extension header

	Timing
	SDP
RTP and RTCP sender report

	Processing Information (e.g. stitching SW)
	SDP 

	Licensing information
	SDP

	Director’s Cut
	Undefined, not urgent for now (phase 2)

	Heatmap
	Undefined, not urgent for now (phase 2)

	Content Description 
	More details and EPG like data, reuse of existing tools

	Synchronization and Alignment

	Synchronization
	RTP and RTCP sender reports

	Spatial Alignment
	Coordinate system adjustment (tbd)
Inband rotation signalling


5.3 Proposed Signaling for generic FLUS applications

It is proposed that source bundles are signaled on application level. In this case the following signaling is required.
	Type
	

	Video

	2D-Video
	Video Elementary Stream: SPS/PPS/VUI

System level information for capability exposure and negotiation

	Fisheye Video
	SEI message [tbc], if not available send LS to MPEG
System level information for capability exposure and negotiation.

	Projected 360 Video
	SEI messages in Elementary stream: ERP, Frame Packing Arrangement, etc.

System level information for capability exposure and negotiation. 

	Packed Video Content
	SEI messages for region-wise packing [tbc], if not sufficient, send LS to MPEG, and possibly tiles.

Association between regions needs to be provided.

System level information for capability exposure and negotiation

	Multistream Video
	2D Video Parameters

Proprietary signaling

	Audio

	2D Audio
	Open

	3D Audio
	Open

	Multi-microphone
	Open

	Metadata

	Location
	Location information either provided dynamically with the source

	Timing
	Some wall-clock time associated with the production

	Processing Information (e.g. stitching SW)
	Private fields for providing processing information

	Licensing information
	Private fields for providing licensing information

	Director’s Cut
	Undefined, not urgent for now (phase 2)

	Heatmap
	Undefined, not urgent for now (phase 2)

	Content Description 
	More details and EPG like data, reuse of existing tools

	Synchronization and Alignment

	Synchronization
	Time alignment of audio and video

	Spatial Alignment
	Coordinate system adjustment (tbd)
Inband rotation signalling


6 Proposal

Based on the discussion in this document, the following is proposed:

· In the initial phase, enable 4 different types of video sources: 2D, fisheye, projected 360 with stereo, multiple cameras from a well-defined configs. Defer packed video to phase 2.

· Use inband signaling for 2D and projected 360 with stereo following the existing MPEG VUI/SPS/PPS/SEI messages

· Send an LS to MPEG and ask for inband signaling for fisheye by creating a proper SEI message that is aligned with OMAF metadata

· For multiple cameras from a well-defined configuration, leave the exact camera configuration and parameters to application signaling in phase 1

· Carefully decide which inband level information needs to be exposed on system level only if it is necessary and is important for capability exposure, capability exchange, processing optimization or network-based processing. At this point we prefer to only expose:

· The presence of a fisheye based scheme and the SEI messages

· The presence of an ERP based 360 scheme and the corresponding SEI messages

· For audio, discuss with the audio experts and rely on existing metadata. If not available, defer this to the next phase

· For metadata, provide location information and real-time information using well-defined means. For dynamic location information, we propose to create an appropriate RTP extension header that permits to send 3GPP-based location metadata. For real-time information use existing system tools such RTCP sender reports

· For A/V synch, use existing system tools

· For A/V alignment, use proper rotation signaling in video to align A/V spatial alignment

· In phase 1, 

· create an instantiation for RTP/SDP in the context of MTSI
· provide high-level framework for other transport, but defer instantiations of the details to proprietary framework or to phase 2

· Based on the agreements, send LS to MPEG and generate the pseudo CRs
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