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4.2.5.6
Encoding & Decoding

4.2.5.6.1
Introduction

Current 360 video services offer a limited user experience since the resolution in the user viewport and hence the visual quality are not on par with traditional video services. Multiple times UHD resolution is needed to cover the full-360 surroundings in a visually sufficient resolution. This poses a major challenge to the established video processing chain and to the available end devices. 

There are mainly three approaches that can be considered for 360 video delivery. All solutions can be grouped into:

-
Single stream approach

-
Multi-stream approach

-
Tiled stream approach
Additionally, a 360 video may contain one or more “special region(s)” described in the spatial domain. Such regions correspond to spatial areas which may be associated with a specific intent and/or process, e.g. serving specific artistic intent, defining default viewport modes or any practical purpose for optimizing the delivery of VR services. Such special regions are content properties and are independent from any 2D projection map used.
4.2.5.6.2
Single stream approach

For HMDs, one straightforward approach would be to encode an exact or over-provisioned viewport for each user, i.e. crop the interesting part (e.g. viewport) for the user at the server side and encode it. However, although this approach minimizes the number of non-viewport samples to be decoded, it comes at the cost of an encoding overhead when considered for large-scale deployments. Another option that is considered as a single stream approach is to encode the full 360 video, transmit it to the receiver and decode the full 360 video while showing only the viewport.

Therefore, solutions that lie within this group have the drawback that either they may not be scalable or they may impose a big challenge in terms of required network resources (high bitrate of high resolution video) and required processing at the client side (decode a very high resolution video).

Mobile devices typically contain hardware video decoders tailored to resolutions used in traditional video services (HD or UHD). Therefore, it is important to limit the overall resolution to be transmitted and decoded in the mobile devices. 

Using single stream approach, the receiver decodes the entire video (corresponding to either the viewport (exact or over-provisioned) or the full 360 video). 
4.2.5.7
File/DASH encapsulation/decapsulation

If DASH is used for the delivery of 360 video additional signalling may be necessary. For instance, projection, mapping formats or special video regions might be required to be signalled at the MPD so that client can request the appropriate Representations and/or Adaptation Sets.

File/DASH encapsulation is then performed differently depending on the type of the considered solution (single-stream, multi-stream, tiled stream). 
The receiver can choose to decapsulate only a subset of the received video stream depending on the current viewport position and/or device capabilities (e.g. video decoder capabilities).
5.13
Use cases for Special Region(s) in VR video
5.13.1
Initial view point for on-demand content
Bob starts an on-demand VR session. The scene around an initial view point needs is projected for him. Instead of letting Bob tuning in at a random view point of the spherical video, an initial view point that his HMD can display is provided, so that he can start his VR experience from a meaningful viewpoint. 
5.13.2
View point for random tuning in
For cases where the user tunes in somewhere in the timeline of the content, e.g. when trick-play mode is enabled for on-demand content or when tuning in at a random moment in a live content, starting with a randomly provided view point may degrade the experience for the user. Hence, it would be helpful to signal, to the VR application, the recommended view point to start with at any point in time of the media timeline.
5.13.3
Director view from artistic intent
When producing 360 content, the author may want to convey his/her view on what a director wants the audience to focus on. This information may be used by different entities along the media chain from the production to the consumption end. For instance, the 360 content can be automatically navigated by generating a cut out view of the sphere according to the director’s intention when the user does not have control of the viewing orientation or has released control of the viewing orientation.
5.13.4
Region-of-Interest (RoI)-driven content consumption

Bob selects a 360 content on a non-HMD (e.g. a mobile or tablet), the VR application offers to Bob the possibility to switch from one predetermined view to another. In this case, the application detects the number of special regions signaled in the 360 content for this purpose, and proposes to Bob different viewing directions.
Viewers using an HMD may also benefit from this approach, where the 360 content consumption may be offered both in an full-immersion mode, where the user can move around the 360 content, or in a “theatre mode”, that enables a more traditional and relaxed watching experience, or the possibility to share the VR experience with other participants inside or outside the virtual space.  Additionally, the ability to transition from these two modes may also be offered to the user.
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Figure 5.6: RoI driven 360 content consumption
Figure 5.6, shows both use cases where the watching experience is in full-immersion mode (top) and driven by the RoI, e.g. watching the content on a tablet/phone or in a virtual Theatre like mode in VR (bottom). If transition between the two modes is enabled, it should be smooth.
9.1
Introduction

The relevant use cases described in the present document can be broadly grouped into the following categories:

-
UE consumption of managed and third-party VR content: 
-
5.2

Event broadcast/multicast use cases
-
5.3

VR streaming

-
5.4

Distributing 360 A/V content library in 3GPP

-
5.5

Live services consumed on HMD

-
5.7

Cinematic VR
-    5.13    Use cases for special region(s) in VR video
-
VR services including UE-generated content:
-
5.6

Social TV and VR (note that for this use case, a detailed architectural decomposition still has to be done)

-
5.8

Learning application use cases

-
5.9

VR calls use cases

-
5.10
User generated VR use cases

-
5.11
Communications in Virtual Worlds

9.2.3.4
Viewport-Dependent baseline media profile

This media profile enables viewport-dependent delivery and decoding based on HEVC Main 10 profile, Main tier, Level 5.1.
The profile requires clients to support: 

-
HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of:

-
Equirectangular projection maps

-
Frame-packing using either SbS or TaB to support stereoscopic video

-
Advanced extensions to the ISO file format (based on OMAF) to signal projection maps, frame-packing, region-wise packing, tiling, extractors and viewport-adaptation.

-
Mapping to DASH using Preselection to signal different viewport.
9.2.3.5
Metadata for special region description 
The special regions in the VR video, for all use cases in Section 5.13, may be represented by indicating regions or points on the sphere. 
The region on the sphere can be described as a central point (yaw_center, pitch_center, roll_center), with horizontal and vertical range of the sphere region, and region shape. The sphere region description can indicate the recommended viewport that is intended to be displayed when the user does not have control of the viewing orientation or has released control of the viewing orientation. The recommend viewport metadata may be used to describe special regions of content consumed on either VR or non-VR devices (such as a TV), for example in use case 5.13.3 and 5.13.4.- 
The point on the sphere can be described as a spherical point (yaw, pitch, roll). The point description can describe initial viewpoint metadata to indicate initial viewport orientations intended to be used when playing 360 video. Specifically, the initial viewpoint metadata may be used to describe initial viewing orientation of  content consumed on VR devices (such as HMD), for example in use cases 5.13.1 – Initial view point for on demand content, and 5.13.2 – View point for random tuning in.
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