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Introduction
The intention of this discussion paper is to discuss and propose a set of relevant use-cases for 5G Media Distribution. 
Reference architecture
0. 5G Reference architecture review
The architecture below depicts the current reference architecture for 5G as defined in 23.501 v1.0.0. The reference point N6 is an IP based reference point, interconnecting the UE via the UPF with an IP end-point on the Data-Network (DN) like the Internet. The reference point Naf or N5 connects an Application Function (AF) with the 5G network.


Figure 1: 5G Reference Architecture with Service Based Architecture


Figure 2: 5G System Architecture in reference point representation


Media on 5G reference architecture
Introduction
The figure below extends the 5G reference architecture (as defined in TS 23.501) with media delivery related functions like CDN edge and origin functions. 
 [image: ]
Figure 3: Media on 5G System Architecture

Most media distribution on 5G is based on Adaptive Bit Rate streaming with HTTP 1.1 to deliver file based video content. A very common video container format is fMP4 (also called ISO-BMFF) and MPEG2-TS. The new CMAF format is a profile of fMP4 and can be used with different manifest formats. 
Typically, media segments are addressed with URLs where the domain name indicates the content provider name, i.e. the domain name of Content Origin. 
The major components of media distribution are Content Preparation, Content Origin, and Delivery. The media delivery network elements and their functions are described in summery herein.
 Edge Media Delivery function
Edge Media Delivery is part of a CDN facing the clients and connects to 5G packet core UPF through the N6 reference point. The function is typically a HTTPS Reverse proxy/cache serving the UEs with content pulled from the CDN. It also caches content and functions as a HTTPS server when serving UEs from the pre-cached store. Content pre-caching is performed either on-demand when requested by clients or by CDN operator management instruction that pre-fills Edge Delivery with new content prior to the official launch of content. The management and the content life cycle management of pre-cached assets are handled via the Manager and Controller. 
In case of cache miss, content is pulled with HTTP(s) from the CDN. When the content is not in the cache, the Edge Delivery connects up-stream to a Delivery Core that finally forwards the HTTP GET request to Content Origin. Request Routing part of the CDN Control routes the request with HTTP redirection to the location of the content. 
Being HTTPS reverse Proxy / cache, Edge Delivery maintains the Certificate for the CDN domain name.
Edge Media Delivery function are capable of redirecting client requests to other Edge Media Delivery functions, based on various conditions. This procedure is called in the following Request Redirection.
Beside the basic HTTP revers proxy /cache functions, an edge delivery function may perform (depending on the collaboration scenario) manifest manipulation e.g. as specified by SCTE-130 Ad Decision Manager where the decision to insert ads into the manifest done by the SCT-130 Ad Decision Service. Manifest Manipulation allows for the creation of custom manifests per content and client in realtime. 
Edge Delivery may provide differentiated media delivery on 3GPP access based on type of content (live or VOD), streaming connection state, and type of client device. Edge Delivery is state-full by keeping states on all connected clients and their state in streaming. 
The edge deliver may consider using the path knowledge between Edge Delivery function and the UE in the transport protocol configuration.

Delivery Core function
Delivery Core provides a mid-tier caching level in the CDN. Cache miss at Edge Delivery is routed to Delivery Core, so that the Origin is shielded. Cache miss in Delivery Core is routed to Content Origin (local or remote) one. Routing upstream to Delivery Core or Origin is supported by content aware Request Routing.
A remote Origin is configured with either origin FQDN or IP address, through which Delivery Core can fetch the content managed remotely by Content Provider.
In large CDNs, Delivery Core is required to shield Origin servers, both local and remote. 
Caching at Core Delivery is either on demand or prepositioned. The management and the content life cycle management of pre-cached assets are handled via the Manager and Controller. 
Content Origin function
Origin is the entry point to place content onto the CDN and provides typically a permanent store for the managed assets of the CDN. It is the central access point within the CDN. It is responsible for ABR delivery of the content functioning as HTTP Server with a large file based storage. 
VOD, Live-to-VOD and live / Linear assets are stored at Content Origin along with their metadata (manifests). Live content is placed on Origin for a fairly short-time. The management and the content life cycle management of assets in Origin are handled via the Manager and Controller.
Assets at Origin are prepared beforehand and stored in fMP4 files, i.e. transcoded, packaged in MBR streams for multi-screen video delivery. If ingested VOD content from CP is in a different format, Origin repackages the content into fMP4 format. To this end, Just in Time packaging (JITP) might be used, i.e. packaging is done when clients request the content.
Origin for Server Side Ad Insertion provides manifest manipulation e.g. as specified in SCTE-130 Ad Decision Manager. This is done for DVR services particularly for private copy DVR.
Content Preparation
Live Linear Ingest
The main function of Live Linear Ingest is to prepare live streams for ABR delivery. Those are the Encoder functions.
Ingest – ingesting live channels including Audio, video, subtitles and metadata. It supports ingestion of H.264 and H.265 video over IP as well as other inputs like SDI inputs.
Transcoding – Perform transcoding from single bit stream (MPEG2, H.264, H.265) to multiple H.264 or H.265 ABR streams. Currently, H.264 codec is widely used. However, H.265 is introduced more and more supporting UHD and offering about double the data compression ratio at the same level of video quality, or substantially improved video quality at the same bit rate. 
Packager – Perform content packaging for ABR multi-screen delivery. Packager includes both segmentation and Encryption. Packager segments each bit rate stream into segments. It also generates the manifest for the live stream. Each segment is encrypted for DRM with Common Encryption (CENC). The encrypted content as well as the manifest is pushed to Content Origin.
Packager creates manifests and may also insert Event Signaling and Messaging (ESAM) or other markers. Packager may work in conjunction with a Placement Opportunity Information Service (POIS). 
 Control
Request Routing
Request Routing function is responsible for end-user request routing within the CDN. It is essentially provided by the Request Router or A-DNS depending on whether it is HTTP based or DNS based request routing. 
Request Router is stateless and supports rule-based HTTP redirection with multiple redirection with multiple features like (Load balancing, node health-check, Node bandwidth usage, GeoIP policy, Content awareness…).
In simple terms, the client requests content, the request hits first the Request Router that selects the suitable Edge Delivery for the client and route the request to it. In addition, Request Routing is used for steering the internal traffic within CDN and up to the Content origin providing resiliency and content awareness.
Authoritative DNS
A-DNS is an authoritative DNS server serving zones with content to Delivery Edge mappings. This works in tandem with the Request Router in order to fulfil external DNS resolution requests from the internet.
VOD ingest
In charge of viewing and controlling the ingestion of VOD assets into the Content Origin through distribution of individual tasks that detail all the information associated with a particular asset throughout its processing.
VOD ingest provides service exposure to securely ingest the asset onto Content Preparation and then into the Content Origin. This operation supports the direction of the assets to Origin or Edge Delivery. Service Exposure handles content life cycle management.
Metadata Ingest manages the ingestion of VOD metadata into the CDN.
VOD ingest may provide quality check, transcoding and packaging of VOD content. VOD content is encrypted for DRM with Common Encryption (CENC). The encrypted content is pushed to the Content Origin.
Other files
The content preparation function may also prepare other files like HTML based metadata and asset descriptions and asset images. These content files may require dedicated preparation and processing functions.
Media Delivery Use-Cases
0. Interworking between 3rd Party CDN Edge Node and MNO system
Description
Collaboration Scenario 1: An MNO is collaborating with an external CDN provider (today’s default). Here, a 3rd party Edge Media Delivery function is capable of interacting with the 5G network for content delivery.
Identified Key issues
<to be added>
Potential requirements
<to be added>
0. Operator CDN Edge Node to remote CDN Origin
Description
Collaboration Scenario 2: The MNO is operating a Edge Media Delivery Function (HTTP reverse Proxy / cache), which can connect to 3rd Party origin server using HTTP. 
Identified Key issues
<to be added>
Potential requirements
<to be added>
0. Full Operator CDN, with Multi-CDN Origin
Description
Collaboration Scenario 3: the MNO is operating a Content Origin function. An MNO operated Edge Media Delivery function is used for service UEs inside of the MNO. The Content origin is available to other Edge Media Delivery functions, e.g. Multi-CDN delivery. 

Identified Key issues
<to be added>
Potential requirements
<to be added>
0. Content Preparation delegation
Description
Collaboration Scenario 4: The MNO operates also the Content Preparation function. A content provider can configure parts of the Content Preparation process.
 Identified Key issues
<to be added>
Potential requirements
<to be added>
Proposal
[bookmark: _GoBack]It is proposed to include the above given description into the newly created technical report on 5G Media Distribution (i.e. TR 26.891).
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