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9.3
VR services including UE generated content 
9.3.1
Gap Analysis

For the use cases of VR services including UE generated content the following gaps are identified in the current 3GPP specifications.

-
General:

-
A reference end-to-end architecture that provides signalling and processing steps for real-time delivery as well as the interfaces between the UEs and network nodes.

-
Delivery of the formats through appropriate protocols and mechanisms.

-
Client architecture includes the interfaces to sensors, the VR rendering system (e.g. displays, headphones), and audio and video capturing.

-
Performance and quality requirements and design constraints for the coding and rendering of 360° video and immersive audio.

-
Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensor data.

-
In addition, the appropriate provisioning of metadata to describe the spatial content that can be used by the display/rendering, is necessary. 

-
Decoding of the formats and metadata delivered to the receiver.

-
Methods to inform the media sender about the rendering and output capabilities of the receiving UE.

-
Encapsulation of the media formats for real-time transport, live upload or storage, adding sufficient information to describe, decode and/or render the VR content. 

-
Media encoders and decoders that support the encoding and decoding of the formats. 

-
A limited subset of consistent user generated VR content formats for audio and video including their metadata for different use cases.

-
For Video: 

-
Video formats for 360˚ video.

-
Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines.

-
In an extension to basic encoding, viewport specific encoding may be considered for certain use cases (in particular in one-to-one communication), whereas for other use cases highest quality of a non-viewport dependent quality is necessary (one-to-many). 
-
Efficient encoding and decoding of 360˚ video content, adapted to the use case.

-
For Audio: 

-
Input audio formats for VR services including UE generated content.

-
Efficient coding of relevant immersive audio input signals that are captured by multiple microphones.

-
Immersive audio encoder and decoder specifications for VR services including UE generated content.

-
Immersive rendering of audio signals for different playback scenarios considering sensor data.

9.3.2
Recommended Objectives

Based on the above identified gaps, the solution for services including UE generated content should meet the following objectives.

General
-
The solution is expected to provide interoperability between different types of 3GPP VR UEs (mobile terminals, high-end IOT devices, surveillance cameras), network nodes for new VR services and existing services.
-
The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.

-
The solution is expected to enable temporal synchronization and spatial alignment of audio and video.

-
The solution is expected to enable sufficiently low algorithmic delay for conversational VR use cases.

-
The solution is expected to support a wide bitrate range to allow for operating under different and varying channel and operating conditions.
-
The solution is expected to handle asymmetrical conversations, e.g. with "VR media" in one direction.
Video
-
The solution is expected to enable high perceptual visual quality for 360° video. 

-
The solution is expected to support distribution of full panorama resolutions 

-
The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
-
The solution is expected to support encoding of equi-rectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 

-
Solutions are expected to support UE with different capturing capabilities, ranging from low tier to high end devices, e.g. 2D cameras up to multi-lens stereoscopic cameras.

-
The solution is expected to support UE with different presentation capabilities ranging low tier to high end devices, e.g. device with 2D screens up to stereoscopic HMDs.

-
The solution is expected to be interoperable with MTSI.
Audio
-
The solution is expected to handle encoding/decoding/rendering of speech, music and generic sound. 

-
The solution is expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including geometric information about the sound field and sound sources. This includes support for diegetic and non-diegetic input.

-
The solution is expected to provide a decoder for the encoded format that is expected to include a renderer with an interface for listener positional information enabling immersive user experience with sufficiently-low motion to sound latency.

-
The solution is expected to support low latency that would enable both conversational and live-streaming services over 4G/5G.

-
The solution is expected to support advanced error robustness under realistic transmission conditions from clean channels to channels with packet loss and delay jitter and to be optimized for 4G/5G.

-
The solution is expected to be suitable for a wide range of potential UEs, ranging from low tier to high end.

-
The solution is expected to be interoperable with MTSI. 

9.3.3
Candidate Solutions

A candidate solution for the real-time VR use cases, addressing the objectives in clause 9.3.2.

For Video the extensions to existing MTSI codecs (or existing tele-presence codecs) are potential solutions. The elementary stream constraints of the Viewport-Independent baseline media profile may be used. Multiple video streams may be generated with MTSI codecs, for example to support multi-camera use cases. Encapsulation into RTP as well as SDP signalling is FFS. 

For Audio, the MTSI codecs are potential solutions for channel-based audio based on multi mono operation and obviously provide MTSI interoperability. Encapsulation into RTP and ISO file formats for MMS, as well as SDP signalling is ffs. 

9.4
Quality of experience of VR
9.4.1

Introduction

Generally speaking, the technical factors that will impact quality of experience may be attributed to: the transmission network, the content type and the device. This section tries to analysis the gap of VR QoE based on these three aspects.
9.4.2

Network impact on quality of experience (QoE)

Network performance is important for the VR service that is streamed to the UE in real-time when it is needed. For example, in case of FOV downloading, when a FOV video (rather than 360° video) is downloaded in real-time, and user interaction occurs, e.g. head movement, then the relevant FOV video segment needs to be delivered, within certain latency limits to enable a believable experience without producing VR sickness effects. In this case, the information about how long the user waits before the high-quality version appears would be useful for the network to better adapt streaming configuration in order to enable better user experience. 

Similarly, in case of adaptive ROI streaming, when the user chooses a ROI from the thumbnail video, the server must respond with the corresponding overlapping high resolution tiles within a certain delay to ensure a seamless experience. 

Based on the above analysis, it is clear that events involved in VR services are more complex than for traditional streaming video. In order to better understand what happens to the user end, the network operators need to collect QoE metrics that are able to represent these features and events. Based on these metrics, the server or the operator is able to analysis which part of delay contributes the most, and according solution is applied.
As a result, further study is required to determine what to report and how to describe these events in a simple and clear way for better understanding. A baseline reference for this work could be the Play List defined in [39] for DASH and Progressive downloading. 
9.4.3

Content impact on quality of experience

In [39], the MPD information sent by the client for content quality evaluation in DASH based streaming video applications includes: @bandwidth, @qualityRanking, @width, @height, @mimeType, and @codecs. While many of these will apply for DASH based VR video, VR service needs to create virtual environment that enables users to feel immersed with sound, image or other stimuli. This would has more requirements on the creation and delivery of content. For example, when pyramid projection is used, the user’s current viewing area will be represented with higher resolution while the area outside the viewport will be encoded with lower resolution. This will inevitably lead to degraded video quality when a user moves his head to look at objects within the lower resolution area. In this case, the information about how the content is projected and mapped is useful to evaluate the content quality from the user’s point of view. 
Compared with the MPD information defined in [39], more information for a VR service is therefore very likely to be needed by the network operator to better understand and manage the delivered media characteristics. As a result, further study will be necessary to determine what kind of additional information is needed for quality evaluation of VR experience.

9.4.4

Device impact on quality of experience

The device plays an important role in the end-to-end user experience. For a traditional mobile phone, relevant QoE metrics are defined in [39] to represent its impact on end user experience, including displayed video resolution as well as the physical screen characteristics, but a VR device will have more features. A typical VR device usually has such attributes as: screen size, resolution, pixel size, field of view, refresh rate, head-tracking/eye-tracking latency, degree of freedom, weight, etc. As a result, the device information that would be related to the user experience of VR service also requires further study.
10
Conclusion
User experience based network management is important for operators to provide best quality of experience for VR. And it is necessary to take into account three aspects: content quality, the network constraints and the device limitations. Defining VR-service specific QoE metrics allows operators to understand and manage how end users are experiencing specific services. Based on these QoE metrics, operators may perform problem analysis and trouble shooting. In a similar manner to the way in which services such as DASH, progressive downloading and MTSI are provided with QoE metrics and tools, it is suggested that a study on QoE metrics relevant to VR user experience is initiated.
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