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1 Introduction

A new study item on “Media Handling Aspects of Conversational Services in 5G Systems” (FS_5G_MEDIA_MTSI) as defined in SP-170336 was approved during SA#76 in June 2017. The objective is to study media handling aspects of conversational services in 5G, taking as baseline the Stage-1 requirements developed by SA1 in TS 22.261, as well as the Stage-2 architecture for 5G systems developed by SA2 in TS 23.501.
In this contribution, we provide an overview of 5G system requirements and architecture that could be relevant for 5G conversational towards development of TR 26.919 in the context of the FS_5G_MEDIA_MTSI study item. This is proposed for discussion with the intention to provide pCRs at a later stage.
2 Compilation of Potentially Relevant Requirements from SA1 on 5G Media Handling 
Considered specs in compiling these requirements were:

· TS 22.261: “Service requirements for the 5G system; Stage 1” (Release 15)
· TR 22.861: Massive Internet of Things (FS_SMARTER-mIoT), 
· TR 22.862: Critical Communications (FS_SMARTER-CRIC), 
· TR 22.863: Enhanced Mobile Broadband (FS_SMARTER-eMBB) 
· TR 22.864: Network Operation (FS_SMARTER-NEO). 
a) Network Slicing

The 5G system shall allow the operator to create, modify, and delete a network slice.
The 5G system shall allow the operator to define and update the set of services and capabilities supported in a network slice.
The 5G system shall allow the operator to configure the information which associates a UE to a network slice.
The 5G system shall allow the operator to configure the information which associates a service to a network slice.
The 5G system shall allow the operator to assign a UE to a network slice, to move a UE from one network slice to another, and to remove a UE from a network slice based on subscription, UE capabilities, operator's policies and services provided by the network slice.
The 5G system shall support a mechanism for the VPLMN to assign a UE to a network slice with the needed services and authorised by the HPLMN, or to a default network slice.

The 5G system shall enable a UE to be simultaneously assigned to and access services from more than one network slice of one operator.

Traffic and services in one network slice shall have no impact on traffic and services in other network slices in the same network.

Creation, modification, and deletion of a network slice shall have no or minimal impact on traffic and services in other network slices in the same network.

The 5G system shall support the adaptation of capacity, i.e., elasticity of capacity of a network slice.

The 5G system shall enable the network operator to define a minimum available capacity for a network slice. Elasticity of capacity in other network slices on the same network shall have no impact on the availability of the minimum capacity for that network slice.

The 5G system shall enable the network operator to define a maximum capacity for a network slice.

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
The 5G system shall support means by which the operator can add and remove network functions to the network such that they can be used in a network slice.
The 5G system shall support means by which the operator can differentiate policy, functionality and performance provided in different network slices.
The 5G system shall support providing connectivity to home and roaming users in the same network slice.
In shared 5G network configuration, each operator shall be able to apply all the requirements from this clause to their allocated network resources.
b) Resource Efficiency
The 5G system shall optimize the resource use of the control plane and/or user plane for transfer of continuous uplink data that requires both high data rate (e.g., 10 Mbps) and very low end-to-end latency (e.g., 1-10 ms).
The 5G network shall optimize the resource use of the control plane and/or user plane to support high density connections (e.g., 1 million connections per square kilometre) taking into account, for example, the following criteria:

-
type of mobility support;
-
communication pattern (e.g., send-only, frequent or infrequent);
-
characteristics of payload (e.g., small or large size data payload);
-
characteristics of application (e.g., provisioning operation, normal data transfer);
-
UE location;
-
timing pattern of data transfer (e.g., real time or non-delay sensitive).
The 5G system shall efficiently support service discovery mechanisms where UEs can discover, subject to access rights:
-
status of other UEs (e.g., sound on/off);
-
capabilities of other UEs (e.g., the UE is a relay UE) and/or;
-
services provided by other UEs (e.g., the UE is a colour printer).

The 5G system shall be able to minimise the amount of wireless backhaul traffic (e.g., consolidating data transmissions to 1 larger rather than many smaller), when applicable (e.g., providing service in an area subject to power outages).
c) Efficient User Plane

Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between UEs attached to the same network, modifying the path as needed when the UE moves during an active communication.
Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between a UE attached to the network and communication peers (e.g., Internet hosts) outside of the mobile network, modifying the path as needed when the UE moves during an active communication.
The 5G network shall enable a Service Hosting Environment provided by operator.
Based on operator policy, the 5G network shall be able to support routing of data traffic between a UE attached to the network and an application in a Service Hosting Environment for specific services, modifying the path as needed when the UE moves during an active communication.
Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between a UE and an application in a Service Hosting Environment, modifying the path as needed when the UE moves or application changes location during an active communication.
The 5G network shall maintain user experience (e.g., QoS, QoE) when a UE moves or an application in a Service Hosting Environment changes location during an active communication.
The 5G network shall maintain user experience (e.g., QoS, QoE) when an application for a UE moves from the Service Hosting Environment to a place outside the operator’s network, and vice versa.
The 5G network shall be able to interact with applications in a Service Hosting Environment for efficient network resource utilization and offloading data traffic to the Service Hosting Environment close to the UE's point of attachment to the access network.
The 5G network shall support configurations of the Service Hosting Environment in the network (e.g., access network, core network), that provide application access close to the UE's point of attachment to the access network.

The 5G system shall support mechanisms to enable a UE to access the closest Service Hosting Environment for a specific application or service.

The 5G network shall enable instantiation of applications for a UE in a Service Hosting Environment close to the UE's point of attachment to the access network.
The 5G system shall be able to suspend or stop application instances in a Service Hosting Environment.
Based on operator policy, the 5G system shall provide a mechanism such that one type of traffic (from a specific application or service) to/from a UE can be offloaded close to the UE's point of attachment to the access network, while not impacting other traffic type to/from that same UE.
d) Priority, QoS, Policy Control 

The 5G system shall allow flexible mechanisms to establish and enforce priority policies among the different services (e.g., MPS, Emergency, medical, Public Safety) and users.
The 5G system shall be able to provide the required QoS (e.g., reliability, latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
The 5G system shall allow decoupling of the priority of a particular communication from the associated QoS characteristics such as latency and reliability.
The 5G system shall be able to support a harmonised QoS and policy framework applicable to multiple accesses.

The 5G system shall be able to support E2E (e.g., UE to UE) QoS for a service.

The 5G system shall be able to support QoS for applications in a Service Hosting Environment.

The 5G system shall support the creation and enforcement of prioritisation policy for users and traffic, during connection setup and when connected.

The 5G system shall support optimised signalling for prioritised users and traffic where such signalling is prioritized over other signalling traffic.

Based on operator policy, the 5G system shall allow flexible means to create and enforce priority among the different service flows by authorized users.

Based on operator policy, the 5G system shall allow real-time, dynamic, secure and limited interaction with the QoS and policy framework for modification of the QoS and policy framework by authorized users.
Based on operator policy, the 5G system shall maintain a session when prioritization of that session increases in real time.
Based on operator policy, the 5G system shall allow modifications by authorized users and context aware network functionality to the QoS and policy framework to have a variable duration.
e) Dynamic policy control
The 5G system shall support the creation and enforcement of prioritisation policy for users and traffic, during connection setup and when connected.

The 5G system shall support optimised signalling for prioritised users and traffic where such signalling is prioritized over other signalling traffic.

Based on operator policy, the 5G system shall allow flexible means to create and enforce priority among the different service flows by authorized users.

Based on operator policy, the 5G system shall allow real-time, dynamic, secure and limited interaction with the QoS and policy framework for modification of the QoS and policy framework by authorized users.
Based on operator policy, the 5G system shall maintain a session when prioritization of that session changes in real time, provided that the new priority is above the threshold for maintaining the session.
Based on operator policy, the 5G system shall allow modifications by authorized users and context aware network functionality to the QoS and policy framework to have a variable duration.
f) Context-Aware Network

The 5G system shall support network resource utilization efficiently and network optimization based on system information, including:

-
network conditions, such as network load and congestion information;
-
information on served UEs such as access information (e.g., 3GPP access, non-3GPP access), cell type (e.g., macro cell, small cell), user experienced data rate;

-
application's characteristics (e.g., expected traffic over time);
-
information on prioritized communication such as user subscription profile and priority level, priority services (e.g., MPS, Emergency, and Public Safety), application used for priority communications (e.g., voice, video, and data) and traffic associated with priority communications (signalling and media);
-
subject to user consent, enhanced traffic characteristic of UE (e.g., Mobility information (e.g., no mobility, nomadic, spatially restricted mobility, full mobility), location, sensor-level information (e.g., direction, speed, power status, display status, other sensor information installed in the UE), application-level information (e.g., foreground applications, running background application, and user settings).

The 5G system shall support mechanisms to collect system information for network optimization within an operator configured time scale.
g) Markets Requiring Minimal Service Levels

In constrained circumstances (e.g., reduced power supply), the 5G system shall be able to support a minimal user experience (e.g., user experienced data rate of [100] kbps, E2E latency of 50 ms, lower availability of the network of 95%).
The 5G system shall support centralized automation and management of the network in order to reduce local management tasks.

The 5G system shall support a mechanism to reduce data transfer rate at the cell edge for very large coverage area (e.g., 100 kbps for more than 100 km cell coverage, 1 Mbps for 100 km cell coverage).
The 5G system shall be able to give priority to services (e.g., e-Health) when resources are limited.
h) Extreme Long Range Coverage in Low Density Areas
The 5G system shall support the extreme long range coverage (up to 100 km) in low density areas (up to 2 user/km2).

The 5G system shall support a minimum user throughput of 1 Mbps on DL and 100 kbps on UL at the edge of coverage.

The 5G system shall support a minimum cell throughput capacity of 10 Mbps/cell on DL (based on an assumption of 1 GB/month/sub).

The 5G system shall support a maximum of [400] ms E2E latency for voice services at the edge of coverage.

i) Critical Services

The 5G system shall support speech and audio with very low latency, including encoding and decoding of [10 ms].

The 5G system shall be able to support video with frame rate of [120 fps] and very low latency, including encoding and decoding of [10 ms]

The 5G system shall be able to provide UE with prioritized access for transport of data for critical service (e.g., data for healthcare).

The 5G system shall be able to provide means to verify whether a UE is authorized to use prioritized access for transport of data for critical service.

The 5G system shall support very low latency (~1 ms).

The 5G system shall support very high reliability.

The 5G system shall support very high availability.

The 5G system shall support high uplink data rate (tens of Mbps per device in a dense environment).

The 5G system shall support local processing of the traffic.

The 5G system shall support low latency and high throughput (100 Mbps) even in the high mobility scenario (e.g. up to 120 km/h).

The 5G system shall support service continuity in the high mobility scenario.

The 5G system system shall support ultra-high reliability (99,999 % or higher) [3][4] even in the high mobility scenario.

The 5G system shall support high availability (approximately 100 % of the time on the road) [4] even in the high mobility scenario.

The 5G system shall support low end-to-end latency ranging from 1 ms up to 10 ms [3] even in the high mobility scenario.

The 5G system shall support dynamic resource utilization in the cloud and at the network edge (compute, storage, network and radio) for a given UE.

The 5G system shall support a moderate end-to-end latency (75 ms) and moderate uplink data rates (20 Mbps). 

The 5G system shall support the prioritisation of critical traffic over other traffic in the same network.

The 5G system shall support the isolation of critical traffic from other traffic in the same network.
j) Performance Requirements
 [PR.5.1.3.1-001] The 3GPP system shall support the user experienced data rate up to [1] Gbps DL and 500 Mbps UL while the user is moving slowly up to 10 km/h.

[PR.5.1.3.1-002] The 3GPP system shall support the peak data rate per user at [10] Gbps while the user is moving slowly up to 10 km/h.

[PR.5.1.3.1-003] The 3GPP system shall be able to support user experienced broadcast data rate up to [300Mbps] (e.g. video streams such as 4k UHD or 8k UHD).

[PR.5.1.3.1-004]The 3GPP system shall be able to support at least [15] broadcast channels of [20Mbps] each simultaneously over the same carrier.
NOTE:
4k UHD: 3840 x 2160, 50FPS, HEVC, 20~30 Mbit/s (Medium quality), 4k UHD: 3840 x 2160, 50FPS, HEVC, ~75Mbit/s (High quality), 4k UHD: 3840 x 2160, 50FPS, AVC ~ 150Mbit/s (High quality), 8K 7680*4320, 50FPS, HEVC, ~300Mbps (High quality)
[PR.5.1.3.1-005]The 3GPP system shall be able to provide roundtrip delay including coding/decoding in the magnitude of 10-12ms and be able to provide bandwidth capable of running an 8k 3D video streaming [250Mbps] for uplink and downlink.

NOTE: 
The above requirement is in a virtual presence scenario where composing the “virtual meeting room” is located in the network. 

NOTE: 
The requirement is running a stereo 8k video stream, the bitrate depends on codec used

NOTE: 
There is a trade-off between very low latency and modest bandwidth requirement vs. modest latency and high bandwidth requirement pending on where the composing of the virtual meeting stream is located.

[PR.5.1.3.1-006]The 3GPP system shall support residential deployment with high peak [10s of Gbps] and experienced data rates [up to 1 Gbps].

[PR.5.1.3.1-007]The 3GPP system shall support residential deployment with a latency of [10 ms].

[PR.5.2.3.1-001]The 3GPP system shall support the aggregate traffic volume in the area at least the level of Tbps/ km2 to support case of traffic for pedestrians (up to 10 km/h) and users in urban vehicle (up to 60 km/h), in 200-2500 /km2 connection density.

 [PR.5.2.3.1-002]The 3GPP system shall provide guaranteed per user experience for mobile broadband like live video in areas with a high UE density which requires user experienced data downlink rate of 300Mbps and uplink rate of 50Mbps in 200-2500 /km2 connection density.

[PR.5.2.3.1-003]The 3GPP system shall provide guaranteed user experience for mobile broadband services like live video in areas with a high UE density which requires user experienced data downlink rate of 120Mbps and uplink rate of 50Mbps in 200-2500 /km2 connection density with user velocities in the range of 0-60 km/h.
[CPR-7-008] For stationary, pedestrian, and vehicular users, the 3GPP system shall be able to support experienced broadcast DL data rate up to 300 Mbps (e.g. video streams such as 4k UHD or 8k UHD).

[CPR-7-009] For stationary, pedestrian, and vehicular users, the 3GPP system shall be able to support at least [15] broadcast channels of [20Mbps] each simultaneously over the same carrier.
NOTE:
4k UHD: 3840 x 2160, 50FPS, HEVC, 20~30 Mbit/s (Medium quality), 4k UHD: 3840 x 2160, 50FPS, HEVC, ~75Mbit/s (High quality), 4k UHD: 3840 x 2160, 50FPS, AVC ~ 150Mbit/s (High quality), 8K 7680*4320, 50FPS, HEVC, ~300Mbps (High quality)
[CPR-7-010] For pedestrian users in area with connection density lower than [200/km2] (e.g. in office, residential, streets), the 3GPP system shall be able to support the user plane latency on the radio layer of 4ms for UL and 4ms for DL.

[CPR -7-010a] For services like virtual meeting the target for the 3GPP system shall be RTT user plane latency of 2-4ms when supporting:

-
low data rate in UL and corresponding 8k 3D [300Mbps] video stream in DL and 

-
low data rate in DL and corresponding up to 8k 3D [300Mbps] video stream in UL.

Table 7.1-1 Performance requirements for high data rate and traffic density scenarios.

	
	Scenario
	Experienced data rate (DL)
	Experienced data rate (UL)
	Area traffic capacity

(DL)
	Area traffic capacity

(UL)
	Overall user density 
	Activity factor
	UE speed
	Coverage

	1
	Urban macro
	50 Mbps
	25 Mbps
	100 Gbps/km2
(note 4)
	50 Gbps/km2
(note 4)
	10 000/km2
	20%
	Pedestrians and users in vehicles (up to 120 km/h
	Full network (note 1)

	2
	Rural macro
	50 Mbps
	25 Mbps
	1 Gbps/km2
(note 4)
	500 Mbps/km2
(note 4)
	100/km2
	20%
	Pedestrians and users in vehicles (up to 120 km/h
	Full network (note 1)

	3
	Indoor hotspot
	1 Gbps
	500 Mbps
	15 Tbps/km2
	2 Tbps/km2
	250 000/km2
	note 2
	Pedestrians
	Office and residential (note 2) (note 3)

	4
	Broadband access in a crowd
	25 Mbps
	50 Mbps
	[3,75] Tbps/km2
	[7,5] Tbps/km2
	[500 000]/km2
	30%
	Pedestrians
	Confined area

	5
	Dense urban
	300 Mbps
	50 Mbps
	750 Gbps/km2
(note 4)
	125 Gbps/km2
(note 4)
	25 000/km2
	10%
	Pedestrians and users in vehicles (up to 60 km/h)
	Downtown (note 1)

	6
	Broadcast-like services
	Maximum 200 Mbps (per TV channel)
	N/A or modest (e.g., 500 kbps per user)
	N/A
	N/A
	[15] TV channels of [20 Mbps] on one carrier
	N/A
	Stationary users, pedestrians and users in vehicles (up to 500 km/h)
	Full network (note 1)

	7
	High-speed train
	50 Mbps
	25 Mbps
	15 Gbps/train
	7,5 Gbps/train
	1 000/train
	30%
	Users in trains (up to 500 km/h)
	Along railways

(note 1)

	8
	High-speed vehicle
	50 Mbps
	25 Mbps
	[100] Gbps/km2
	[50] Gbps/km2
	4 000/km2
	50%
	Users in vehicles (up to 250 km/h)
	Along roads

(note 1)

	9
	Airplanes connectivity
	15 Mbps
	7,5 Mbps
	1,2 Gbps/plane
	600 Mbps/plane
	400/plane
	20%
	Users in airplanes (up to 1 000 km/h)
	(note 1)

	NOTE 1: 
For users in vehicles, the UE can be connected to the network directly, or via an on-board moving base station.

NOTE 2:

A certain traffic mix is assumed; only some users use services that require the highest data rates [2].

NOTE 3: 
For interactive audio and video services, for example, virtual meetings, the required two-way end-to-end latency (UL and DL) is 2‑4 ms while the corresponding experienced data rate needs to be up to 8K 3D video [300 Mbps] in uplink and downlink.

NOTE 4: 
These values are derived based on overall user density. Detailed information can be found in [10].
NOTE 5: 
All the values in this table are targeted values and not strict requirements.


Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.

	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps

up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2

(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms


	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 2: 
Currently realised via wired communication lines. 
NOTE 3: 
This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.
NOTE 4: 
Communication service availability relates to the service interfaces, reliability relates to a given node. Reliability should be equal or higher than communication service availability.

NOTE 5: 
Small: payload typically ≤ 256 bytes 
NOTE 6: 
Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 
Under the assumption of 100% 5G penetration.
NOTE 8  Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:
In dense urban areas.

NOTE 10: 
All the values in this table are targeted values and not strict requirements. 


Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on audio-visual feedback. In the use cases like VR and interactive conversation the latency requirements include the latencies at the application layer (e.g., codecs), which could be specified outside of 3GPP.
To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [250Mbps] and

-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
To support interactive task completion during voice conversations the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one way mouth-to-ear).
3 Overview of Stage-2 Architecture Development at SA2 on 5G Systems

In order to address the Stage-2 architectural aspects of 5G systems, SA2 has started normative work “5G System - Phase 1”, defined to support data connectivity and services enabling deployments to use techniques such as e.g. Network Function Virtualization and Software Defined Networking. For this purpose, the specification TS 23.501 is under development by SA2 (latest version sent to SA plenary for information), based on the conclusions of the Rel-14 study item study item FS_NextGen and related TR 23.799. 
TS 23.501 covers both 5G architecture reference model and concepts for roaming and non-roaming scenarios in all aspects, including interworking between 5GS and EPS, connectivity, reachability and mobility within 5GS, policy control and authentication. 5G System includes connectivity via both 3GPP and non-3GPP access and support for enabling existing IMS services as defined in IMS specifications.

Some new features captured for 5G System include but not limited to the following:

· Service based architecture with service-based interfaces within 5GC CP; Definition for NF services
· E2E Network slicing,

· Data Storage architecture enabling Compute and Storage separation, 
· Architectural enablers for virtualized deployment.
· Common N1/N2 for 3GPP and non-3GPP access.

· Support for edge computing 

· Application influence on traffic routing.

· Improved Session model including different Session and Service Continuity modes. Support for concurrent (e.g. local and central) access to a data network.

· Interworking with EPC, basic procedures on single & dual registration mode

· Policy framework for Access and mobility control, QoS and charging enforcement, policy provisioning in the UE; introducing NWDA for data analytics support.

· Support of services: SMS over NAS (including over Non 3GPP), support of IMS services 

· QoS flow based framework, including reflective QoS.

· Support for RRC inactive
Some key principles and concept are to:

-
Separate the User Plane (UP) functions from the Control Plane (CP) functions, allowing independent scalability, evolution and flexible deployments e.g. centralized location or distributed (remote) location.

-
Modularize the function design, e.g. to enable flexible and efficient network slicing.

-
Wherever applicable, define procedures (i.e. the set of interactions between network functions) as services, so that their re-use is possible.

-
Enable each Network Function to interact with other NF directly if required. The architecture does not preclude the use of an intermediate function to help route Control Plane messages (e.g. like a DRA).

-
Minimize dependencies between the Access Network (AN) and the Core Network (CN). The architecture is defined with a converged access-agnostic core network with a common AN - CN interface which integrates different 3GPP and non-3GPP access types.

-
Support a unified authentication framework.

-
Support "stateless" NFs, where the "compute" resource is decoupled from the "storage" resource.

-
Support capability exposure.

-
Support concurrent access to local and centralized services. To support low latency services and access to local data networks, UP functions can be deployed close to the Access Network.

-
Support roaming with both Home routed traffic as well as Local breakout traffic in the visited PLMN.

The 5G System architecture consists of the following network functions (NF).
-
Authentication Server Function (AUSF)

-
Core Access and Mobility Management Function (AMF)

-
Data network (DN), e.g. operator services, Internet access or 3rd party services

-
Structured Data Storage network function (SDSF)

-
Unstructured Data Storage network function (UDSF)

-
Network Exposure Function (NEF)

-
NF Repository Function (NRF)

-
Policy Control function (PCF)

-
Session Management Function (SMF)

-
Unified Data Management (UDM)

-
User plane Function (UPF)

-
Application Function (AF)

-
User Equipment (UE)

-
(Radio) Access Network ((R)AN)

Figure 1 depicts the non-roaming reference architecture. Service-based interfaces are used within the Control Plane.
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Figure 1: 5G System architecture

Figure 2 depicts the 5G System architecture in the non-roaming case, using the reference point representation showing how various network functions interact with each other.
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Figure 2: Non-Roaming 5G System Architecture in reference point representation

4 QoS Model in 5G System Architecture

The 5G QoS model supports a QoS flow based framework. The 5G QoS model supports both QoS flows that require guaranteed flow bit rate and QoS flows that do not require guaranteed flow bit rate. The 5G QoS model also supports reflective QoS.

The QoS flow is the finest granularity of QoS differentiation in the PDU session. A QoS Flow ID (QFI) is used to identify a QoS flow in the 5G system. User Plane traffic with the same QFI within a PDU session receives the same traffic forwarding treatment (e.g. scheduling, admission threshold). 
Each QoS flow (GBR and Non-GBR) is associated with the following QoS parameters:

-
5G QoS Indicator (5QI).
-
Allocation and Retention Priority (ARP).

Each GBR QoS flow is in addition associated with the following QoS parameters:

-
Guaranteed Flow Bit Rate (GFBR) - UL and DL;

-
Maximum Flow Bit Rate (MFBR) - UL and DL;

-
Notification control.

Each Non-GBR QoS flow may in addition be associated with the following QoS parameter:

-
Reflective QoS Attribute (RQA).

Two ways to control QoS flows are supported:

1)
For non-GBR QoS flows with standardized 5QIs, the 5QI value is used as QFI and a default ARP is used; or
2)
For GBR and non-GBR QoS flows, all the necessary QoS Parameters corresponding to a QFI are sent as QoS profile to (R)AN, UPF either at PDU Session establishment or QoS flow establishment/modification.

The UE performs the classification and marking of UL User plane traffic, i.e. the association of uplink traffic to QoS flows, based on QoS rules. A QoS rule contains a QoS rule identifier, the QFI of the QoS flow, one or more packet filters and a precedence value. There can be more than one QoS rule associated with the same QFI (i.e. with the same QoS flow).

A default QoS rule is required for every PDU session. The default QoS rule is the only QoS rule of a PDU session that may contain no packet filter (in this case, the highest precedence value (i.e. lowest priority) has to be used). If the default QoS rule does not contain a packet filter, the default QoS rule defines the treatment of packets that do not match any other QoS rule in a PDU session.

The SMF allocates the QFI for every QoS flow and derives its QoS parameters from the information provided by the PCF. When applicable, the SMF provides the QFI together with the QoS profile containing the QoS parameters of a QoS flow to the (R)AN. The SMF provides the SDF template (i.e. the set of packet filters associated with the SDF received from the PCF) together with the SDF precedence and the corresponding QFI to the UPF enabling classification and marking of User Plane traffic. When applicable, the SMF generates the QoS rule(s) for the PDU Session by allocating QoS rule identifiers, adding the QFI of the QoS flow, setting the packet filter(s) to the UL part of the SDF template and setting the QoS rule precedence to the SDF precedence. The QoS rules are then provided to the UE enabling classification and marking of UL User Plane traffic.

Compared to LTE’s QoS framework, which is bearer-based and uses only control-plane signaling, the 5G system adopts the QoS Flow-based framework, and uses both control-plane and user-plane (i.e. Reflective QoS) signaling in order to satisfy various OTT QoS requirements. The QoS Flow-based framework enables flexible mapping of QoS Flow to DRB by decoupling QoS Flow and the Radio Bearer, allowing more flexible QoS characteristic configuration. 

The 5QI in the standardized value range have one-to-one mapping to a standardized combination of 5G QoS characteristics as specified in Table 1. A 5QI is a scalar that is used as a reference to 5G QoS characteristics, i.e. access node-specific parameters that control QoS forwarding treatment for the QoS flow (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).
The range of the ARP priority level is 1 to 15 with 1 as the highest level of priority. The pre-emption capability information defines whether a service data flow may get resources that were already assigned to another service data flow with a lower priority level. The pre-emption vulnerability information defines whether a service data flow may lose the resources assigned to it in order to admit a service data flow with higher priority level. The pre-emption capability and the pre-emption vulnerability shall be either set to 'yes' or 'no'.

The ARP priority levels 1-8 should only be assigned to resources for services that are authorized to receive prioritized treatment within an operator domain (i.e. that are authorized by the serving network). The ARP priority levels 9-15 may be assigned to resources that are authorized by the home network and thus applicable when a UE is roaming.

The Notification control may be provided for GBR QoS flows. The Notification control indicates whether notification should be made by the RAN if the QoS targets cannot be fulfilled for a QoS flow during the lifetime of the QoS flow. If it is set and QoS targets cannot be fulfilled, RAN sends a notification towards SMF.

When Reflective QoS is used, the 5G UE can create a QoS rule for the uplink traffic based on the received downlink traffic without generating control-plane signaling overhead. The reflective QoS is achieved by creating a derived QoS rule in the UE for uplink traffic based on the received downlink traffic. It shall be possible to apply reflective QoS and non-reflective QoS concurrently within the same PDU session. For traffic that is subject to reflective QoS, the UL packet gets the same QoS marking as the reflected DL packet. The UE shall use the derived QoS rules to determine mapping between uplink traffic and QoS flow.
The UE derived QoS rule contains following parameters:

-
Packet Filter

-
QFI

-
precedence value.

For GBR QoS flows, the 5G QoS profile additionally include the following QoS parameters:

-
Guaranteed Flow Bit Rate (GFBR) - UL and DL;

-
Maximum Bit Rate (MFBR) -- UL and DL.

The GFBR denotes the bit rate that may be expected to be provided by a GBR QoS flow. The MFBR limits the bit rate that may be expected to be provided by a GBR QoS flow (e.g. excess traffic may get discarded by a rate shaping function).

Each UE is associated with the following aggregate rate limit QoS parameter:

-
per UE Aggregate Maximum Bit Rate (UE-AMBR).

The UE-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS flows of a UE. Each (R)AN shall set its UE-AMBR to the sum of the Session-AMBR of all PDU Sessions with active user plane to this (R)AN up to the value of the subscribed UE-AMBR.  The subscribed UE-AMBR is a subscription parameter which is retrieved from UDM and provided to the (R)AN by the AMF and the Session-AMBR is provided to the (R)AN by the SMF.

The 5G QoS characteristics describe the packet forwarding treatment that a QoS flow receives edge-to-edge between the UE and the UPF in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR);

2
Priority level;

3
Packet Delay Budget;

4
Packet Error Rate.

The Resource Type determines if dedicated network resources related QoS Flow-level Guaranteed Flow Bit Rate (GFBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR QoS Flow are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non GBR QoS flow may be pre-authorized through static policy and charging control.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF. For a certain 5QI the value of the PDB is the same in uplink and downlink. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points).

The Packet Error Rate (PER) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For a certain 5QI the value of the PER is the same in uplink and downlink.

The one-to-one mapping of standardized QFI & 5QI values to 5G QoS characteristics is specified in Table 1.

Table 1: Standardized 5QI to QoS characteristics mapping

	5QI

Value & QFI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	Conversational Voice

	2

	
	40
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	Real Time Gaming, V2X messages

	4

	
	50
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
	
	25
	50 ms
	10-2
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	IMS Signalling

	6
	
	
60
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	
300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
	
	90
	
	
	sharing, progressive video, etc.)

	69
	
	5
	60 ms
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	V2X messages
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