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=== CHANGE 1 ===
4.2.5.9
Rendering

Rendering includes different step. Typically, after a sequence of 2D images are decoded one or more of the following steps are included:

· Sphere Mapping

· Field-of-View generation

· Region-wise unpacking
· Generation of one view per eye for stereoscopic content

· Coverage restriction, if the content does not include full 360 video
· Seamless switching across different field-of views and different resolutions of the sequence of 2D images
· Other regular 2D operations such as bar data removal, tone-mapping, etc. 
Considering the limited FOV of the existing VR displays, only a part of the video frame needs to be displayed to the user. For instance, in 2016, the FOV of the most currently available HMDs ranged between 100°-110°.

Since the actual rendered video will cover only a portion of the scene, the renderer benefits receive metadata related to the current user viewport. The renderer also uses the video characteristics such as projection and mapping formats.
=== CHANGE 2 ===
5.4.1
Introduction: content library and target devices

A Service provider has access to a library of 360 A/V content. The library is a mixture of content formats from user generated content, documentaries, promotional videos, as well as highlights of sports events. The latter content is replaced and updated daily. The content enables to change the field-of-view based on user interaction. The Service provider wants to create a portal to distribute the content to mobile devices. The service provider wants to target two types of applications:

-
Primarily, view with an HMD with head motion tracking. The Service provider expects different types of consumption and rendering devices with different capabilities in terms of decoding and rendering capabilities.

-
As a by-product, the content provider may permit viewing on a screen with the field-of-view for the content adjusted by manual interaction (e.g. mouse input or finger swipe).

The Service provider has access to the original footage of the content and may encode and transcode it to appropriate formats. The footage includes different types of VR content, including:

-
For video:

-
The video is spherical and may cover the full 360 sphere or a subset of the 360 sphere.

-
Monoscopic video, i.e. a spherical video without real depth perception with Equirectangular Projection (ERP).

-
Stereoscopic video, i.e., a spherical video using a separate input for each eye with ERP.

-
Original content

-
original content, either in on original uncompressed domain or in a high-quality mezzanine format.

-
Basic VR content: as low as 4k x 2k (ERP), 8 or 10bit, BT.709, as low as 30fps 

-
High-quality: up to 8k x 4k (ERP), 10 bit, possibly advanced transfer characteristics and colour transforms, sufficiently high frame rates, etc.

-
Sufficient metadata is provided to appropriately describe the A/V content.

-
For audio:

-
Spatial audio content for immersive experiences, provided in the following formats:

-
Channel-based audio

-
Object-based audio

-
Scene-based audio or,

-
Combination of the above

-
Sufficient metadata for encoding, decoding and rendering the spatial audio scene permitting dynamic interaction with the content. The metadata may include additional metadata that is also used in regular TV applications, such as for loudness management.

-
Diegetic and non-diegetic audio content.

The service provider wants to reach as many devices as possible and wants to minimize the number of different formats that need to be produced while ensuring that the content is presented in highest quality on the different devices. 

In particular, the service provider wants to reach devices that are already in the market or emerging mobile devices.
=== CHANGE 3 ===
9.2.1
Gap Analysis

These use cases, primarily the one documented in 5.4, may be implemented using a service architecture as introduced in clause 4.4.2. In this case, the delivery may use progressive download, DASH-based streaming or DASH-over-MBMS for encapsulation and delivery.

Based on the architecture in Figure 4.24, a system as above requires to define the following components:

-
Original content formats on interface B:
-
For audio that can be used by a 3D audio encoding engine

-
For video that can be used by pre-processing and image/video encoding

-
Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines.
-
Encapsulation of the media format tracks to ISO file format together, adding sufficient information on to decode and render the VR content. the information may be on codec level, file format level, or both.

-
Delivery of the formats through regular download, DASH delivery and DASH over MBMS delivery.
-
Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensoring data.

-
Media decoders that support the decoding of the formats delivered to the receiver.

-
In case decoding and rendering are not performed in an integrated block (decoder/renderer), information for audio and video rendering present the information on the VR display and rendering environments.

Based on the considerations above, to support the use case, the following functions are missing in the current 3GPP specification:

-
Consistent content contribution formats for audio and video for 360/3D AV applications including their metadata. This aspect may be informative and may be considered outside the scope of 3GPP, but there should at the minimum an assumption on these formats.

-
Efficient encoding of 360 video content. In the initial versions, this encoding is split in two steps, namely a projection mapping from 360 video to 2D (projection mapping) and a regular video encoding. In order to address the latter, high-end video decoding platforms should be targeted. The TV video profile codecs in TS 26.116 [34] may fulfill the requirements. In an extension to basic encoding, viewport specific encoding may be considered. This may for example be supported by the use of specific projection maps or tile-based encoding. This aspect is considered as an optimization rather than essential feature. In addition, the appropriate encoding of metadata to use used by the display/rendering, is necessary. Typically SEI messages are defined to support the rendering. 

-
Efficient encoding of 3D audio.

-
Encapsulation of VR media into a file format for download delivery. This requires extensions to the 3GP file format.

-
Providing the relevant enablers for DASH delivery of VR experiences based on the encoding and encapsulation.

-
Providing the necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the Internet media type and the DASH MPD.

-
A reference client architecture that provides the signalling and processing steps for download delivery as well as DASH delivery as well as the interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers).

-
Decoding requirements for the defined 360 video formats.

-
Decoding requirements for the defined 3D audio formats.

-
Possibly rendering requirements or recommendations for the above formats, for both separate and integrated decoding/rendering.
=== CHANGE 4 ===
9.2.3.3
Viewport-Independent baseline media profile

This media profile fulfils basic requirements to support omnidirectional video. Both monoscopic and stereoscopic spherical video up to 360 degrees is supported. The profile does neither require viewport dependent decoding nor viewpoint dependent delivery. Regular DASH clients, file format parsers and HEVC decoders engines can be used for distribution and decoding.  The profile also minimizes the options for basic interoperability. The profile requires clients to support 

-
HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of:

-
Equirectangular projection maps

-
Frame-packing using either SbS or TaB to support stereoscopic video

-
Simple extensions to the ISO file format (based on OMAF) to signal projection maps and frame-packing

-
Mapping to DASH by using CMAF media profile constraints for HEVC and a restricted amount of signalling 
=== CHANGE 5 ===
10
Conclusion
The relevant use cases described in the present document can be broadly grouped into the following categories:

-
UE consumption of managed and third-party VR content: 
-
VR services including UE-generated content:
For UE consumption of managed and third-party VR content, the following conclusions, to adequately support these use case, a number of gaps in 3GPP specifications have been identified. These gaps include, but are not limited to: 
(1) Consistent content contribution formats for omnidirectional audio/video including metadata.

(2) Efficient encoding of spherical video up to 360 degrees and 3D audio.
(3) Encapsulation of VR media into a file format for download delivery. This requires extensions to the 3GP file format.

(4) Providing the relevant enablers for DASH delivery of VR experiences based on the encoding and encapsulation.

(5) Providing the necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the Internet media type and the DASH MPD.

(6) A reference client architecture that provides:  (a) the signalling and processing steps for download delivery, (b) DASH delivery, (c) interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers).

(7)  Decoding requirements for the defined 360 video and 3D audio formats.
The report documents in clause 9.2.3 clear recommended objectives and available candidate solutions to address the recommended objectives. Based on this information, providing enablers in 3GPP services to support the use cases based on the recommended objectives and the candidate solutions is recommended.
For VR services including UE-generated content, …
TO BE ADDED

