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***BEGINNING OF MODIFIED CLAUSE***
8
Latency and synchronization and aspects

8.1
Interaction latency
8.1.1
Introduction
Interaction latency is the time delay between the user interacting with a VR system and the system responding to that user interaction. 

Although other interactions in VR systems may be envisaged, the main feature of virtual reality, as stated in clause 4, is that the user is able to move and for the output sensory stimuli of the simulation to change in a manner which is consistent with those movements. It is well known that conflicts between the movement of the user and their senses, usually the visual and the vestibular senses (sensory conflict theory) may lead to nausea or motion sickness which in this case is known as virtual reality sickness. Therefore, from a performance point of view, the accuracy with which the movements of the user are reflected in the visual and audio cues and the latency before these cues respond to the user’s movements are key parameters for any VR system. 

8.1.2
Video interaction (Motion-to-photon) latency
The main driver on performance of the video interaction latency, often referred to as the motion-to-photon latency, comes from the angular or rotational vestibulo-ocular reflex (where the gaze is shifted in direct response to head orientation changes detected by the vestibular system by an equal and opposite reaction). Although research has shown that adaptation to sensory conflicts and other shortcomings in VR systems is possible [24,25,26] at real world (1.0x) magnifications, it has also been shown that sensitivity to virtual reality sickness is sometimes worse depending upon gender, general health and other factors and hence it seems reasonable that VR systems should strive to mimic the real world experience as closely as possible.

The latency of action of the angular or rotational vestibulo-ocular reflex is known to be of the order of 10ms [27] or in a range from 7-15 milliseconds [28] and it seems reasonable that this should represent a performance goal for VR systems. The frame rate from the renderer to the viewer for VR video is usually at least 60 frames per second but more recently systems have been reporting frame rates up to 90 frames per second (~11 ms) or higher, which are more consistent with the latency requirements of the angular or rotational vestibulo-ocular reflex, albeit without any allowance for the detection of user movement and image processing times. When such detection times and image processing delays are taken into account it would seem appropriate to set a requirement of 20ms, although it’s clear that some acute users will be able to discern much lower interaction latency times [29]. It would therefore seem useful to set an objective for the interaction latency time around 10ms.

8.1.3
Audio interaction (Motion-to-sound) latency
The response time of the human auditory system in the presence of head movement is less well characterized than the visual system but it is known to be dependent upon the nature of the sounds being heard and their direction in relation to the user. 

From studies of human perception of the effect of motion-to-sound latency, there is evidence that the requirements for VR and AR are quite different [30]. In the case of VR, the user is immersed in a wholly artificial situation where there is no real world zero latency “reference” to highlight the non-zero latency of the audio rendering system. 
The conclusions of [30] state that the most sensitive listeners in the test were able to detect latencies of 60 ms (with 70% probability) for isolated auditory stimuli (VR) and of 38 ms (with 70% probability) when a low-latency reference tone was also present in the stimulus (AR). AR is out of the scope of this technical report.
These studies [30,31] do not include a simultaneously rendered video component which may influence the perception of these latencies and the user experience. It is unclear whether such simultaneous rendering of video and audio will result in a relaxation or tightening of the motion-to-sound latency requirements. More extensive studies are highly desirable however; considering greater numbers of subjects, personalized Head Related Transfer Functions (HRTFs), and using VR/AR equipment more closely representative of the current state-of-the-art and assessing the impacts on the user experience.

The audio component interaction latency requirements of a VR system are for further study.
8.2
Audio/Video synchronization

Due to the relatively slower speed of sound compared to light it is natural that users are more accustomed to, and therefore tolerant of, sound being relatively delayed with respect to the video component than sound being relatively in advance of the video component. This effect is seen in Figure 2 of [33] depicting the detectability thresholds obtained through subjective viewing experiments. These results show that in a range from 125ms (audio delayed) to 45ms (audio advanced) it is difficult for viewers to detect the lack of synchronization. In recent years though the results of [33] have received significant scrutiny mainly because they were obtained with interlaced video of 25 or 30 Hz. 
More recent studies have led to tighter recommendations e.g. [34] recommending an accuracy of between 15ms (audio delayed) and 5ms (audio advanced) for the synchronization, with recommended absolute limits of 60ms (audio delayed) and 40ms (audio advanced) for broadcast video. These figures therefore lead to an indication of an appropriate range.

In applying absolute limits for the audio/video synchronization thresholds to the VR application there needs to be appropriate account taken of the apparent distance in virtual space from the user to the source of the sound under evaluation. The limits they should be computed relative to the delays expected due to the speed of sound over the free-space path length in the virtual environment.

8.3 
Report of one listening experiment for derivation of Motion-to-Sound Latency Detection Thresholds

8.3.1
Introduction
8.3.1.1 
Motion to Sound Latency definition and impacts to VR QoE.

The M2S latency is the time elapsed from the transduction of a listener action (such as a head movement) until the consequences of that action are made available to the listener [1]. The M2S latency includes e.g. latencies introduced by the finite motion sensor update rate, the computation of source positions relative to the listener, and the binauralization processing. A quantity of interest in the design of virtual reality systems for 3GPP is the maximum M2S latency that can be tolerated without introducing audible artifacts.

A non-exhaustive list of audible artifacts that have been previously reported include:

(1) Spatio-temporal displacement of the audio and visual images, i.e. when, during and immediately after motion, the sound scene lags the visual image displayed in the field of view; 

(2) A sensation of spatial “slewing”, i.e. where an otherwise fixed sound source appears to be floating in space due to the position error (difference between the actual head angle and the source relative to the head) introduced by the M2S. This is described e.g. in [6]. 

(3) A decreased ability to localize sources. For example, in [2] participants were asked to conduct a sound localization task. That study found that the azimuth error for localization was statistically significantly increased when the M2S latency increased from 29ms to 96ms. Similarly, localization errors with increased latency were observed in [3].

8.3.1.2
Motion to Sound Latency Detection Thresholds and its meaning for 3GPP purposes

To estimate the M2S latency detection threshold for human beings, psychophysical experiments have been conducted in the past. The detection threshold in 2AFC experiments is typically adopted as the value of the stimuli that results in 75% of correct responses. In a 2AFC experiment, the 75% correct response rate represents the level where the user correctly detects (i.e. excluding detections through guessing) the presence of latency 50% of the time. Ignoring a further correction for lapse errors, the psychometric function for percentage of correct responses, with a high threshold assumption and correction for guesses can be written as [12]: 

[image: image1.png]P(x) =p(x)+y[1—p(x)]




The high threshold assumption is that the listener is in one of two states: a detect state, with probability p(x), and a non-detected state. If the stimulus is not detected, the listener guesses with a guess rate [image: image3.png]


 In forced choice tasks, the guess rate is dependent on the number of alternatives given, with [image: image5.png]1
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  For a 2AFC experiment, [image: image7.png]
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=0.75 for a [image: image11.png]p(x)



=0.5. I.e. the listener correctly detecting the presence of the impairment half of the time. In practice, the actual threshold reported in experiments vary depending on the choice of experiment chosen, since N-alternative adaptive forced choice experiments converge at different levels [10].

In addition, the level of latency that produces 75% correct responses in 2AFC experiments is not necessarily the M2S level that should be targeted for 3GPP immersive audio systems. A condition where the user is noticing artifacts half of the time may not be the appropriate target for 3GPP immersive audio services.  For example, Lindau and Weinzierl [7] have assumed a [image: image13.png]P(x)



=0.55 to be the detection level where “plausibility” is reached, with “plausibility” defined as a simulation in agreement with the listener’s expectation towards an equivalent real acoustic event.

8.3.1.3
Results of previous experiments to determine M2S Latency Detection Thresholds

Table 1 summarizes some of the previous experiments conducted to find M2S latency detection thresholds, including values for the most discerning participant and values for the average of all participants in the experiment. Further details can be found in the references provided. Because every test system has a mTSL associated with it, the experiments do not exactly measure the M2S latency detection threshold but rather estimate it by comparing the participant’s response to the added latency over the mTSL. The mTSL for the various systems is also indicated in Table 1.

Table 1 - Summary of previous experiments conducted to determine motion to sound latency detection thresholds

	Study
	Subj.
	Stimuli
	Task
	mTSL1
[ms]
	DT2 [ms]
	t3 [s]
	Feedback4
	Motion strategy5

	Stitt et al [4]
	10
	Maracas
	spatial stability preference
	12.5
	N/A** / 63.5* 

@ Pc=70%
	5
	?
	Predefined*

	Stitt et al [4]
	10
	Complex scene
	spatial stability preference
	12.5
	N/A** / 73.5*

@ Pc=70%
	5
	?
	Predefined*

	Yairi, S. et al [5]
	10
	multitone
	Yes/No
	9.93
	42** / 94*

@ Pc=75%****
	4
	?
	Predefined**

	Mackensen, P. [11]
	17
	Castanets
	2 AFC
	50
	N/A** / ~89*

@ Pc=75%
	9(?)
	?
	Predefined**

	Lindau, A. anechoic [8]
	22
	Male Speech
	3 AFC
	43
	64**  / 100*

@ Pc=75%
	4.5
	Train.
	Individual

	Lindau, A. reverb. [8]
	22
	Male Speech
	3 AFC
	43
	52** / 100*

@ Pc=75%
	4.5
	Train.
	Individual

	Brungart, D. et al (exp1) [9]
	9
	Noise (contin.)
	2 AFC
	11.7
	N/A** / 71.7*

@Pc=70%
	20
	Yes
	Individual

	This study
	7
	Speech (contin.)
	2 AFC
	2.3
	63.5** / 89.6*
@Pc=79.4%***
	10
	Yes
	Individual

	Note 1: The averaged “minimum total system latency” of the test system used for the experiments. Note that some systems had variable mTSL during the experiments.
Note 2: The estimated M2S latency detection threshold reported for: 
(*) the average of subjects @ threshold, or 
(**) the most discerning subject. 
(***) refers to levels derived after a preliminary test to detect the threshold. 
(****) Converting to what the percentage of correct responses would have been if this was an alternative forced choice test.
Note 3: The time in seconds during which the stimulus was presented.
Note 4: Whether feedback was given to participants after their responses. Some experiments only had feedback during the training session
Note 5: Wether the participant was free to choose her motion strategy or followed a predefined motion:

(*) Listener was asked to move his/her head only one cycle (front-right-left-front or front-left-right-front)
(**) Listener was allowed to make small rotations around the vertical axis


8.3.1.4
Analysis of previous experiments results and methodology

A first observation is that the previous experiments vary in methodology and the thresholds derived are dependent on the methodology chosen so the results cannot be directly compared between experiments.  The choices of stimuli, task, feedback to participants, and whether participants were limited in their choice of head motion, all affect the psychophysical response of the participants to the stimuli. Finally, the percentage correct used for detection threshold differs between the experiments as explained above. Nevertheless, the range of M2S latency detection thresholds found in all studies is reasonably confined, varying from 63.5ms to 100ms for the threshold averaged across all participants, and from 42ms to 64ms for the most discerning participant threshold.

The previous experiments have a non-negligible mTSL because of the head-tracking and the binauralization systems employed. In addition, there are possible influences to the results due to the choice of renderer used. Another important aspect is that the studies were somewhat limited in the number of participants and there was significant variation in the detection thresholds observed between participants. 

It is of interest to 3GPP to be able to further assess the impact of M2S latency to the user experience. To establish a system that can be used for further experimentation, minimizing the mTSL and rendering aspects mentioned, a new test setup was devised and a preliminary experiment conducted. 

8.3.2
Test methodology

8.3.2.1
Apparatus

A new test apparatus was developed to determine M2S latency detection thresholds. The test apparatus was designed to reduce the mTSL from previous experiments and to minimize possible impacts of the rendering system. The general idea with the test apparatus was to: (1) capture the sound around the participant through the means of two microphones located close to the participant’s ear, and (2) reproduce the sound around the participant through a delayed acoustic path with controlled amounts of latency. A block diagram of the test apparatus is shown in Figure 1.
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Figure 1 - Block diagram of apparatus for Motion to Sound Latency tests

Controlled amounts of latency were introduced through a DSP module (Behringer DEQ2496) that delays the sound captured by the two microphones located close to the participant’s ear. The DSP module allows the latency to be adjusted in small steps (0.3ms) varying from 0ms to 300ms. For the experiments, the amount of latency was varied through a script (implemented in Python) that could send MIDI commands to the DSP module.

To avoid possible comb-filtering effects due to the interaction between direct and delayed acoustic paths, it was necessary to isolate the participants from the direct acoustic path. This was accomplished by reproducing the delayed acoustic path to the participant through high isolation earphones (Shure SE846) and adding an additional layer of acoustic isolation through ear-mufflers. In addition, for the experiments, the stimuli around the participants were adjusted to a level low enough that participants were only able to listen the delayed acoustic path when wearing both earphones and ear-mufflers.

To avoid noticeability of microphone self-noise when reproducing the captured sound through the delayed acoustic path, two small high SNR microphones (MOVO LV4-O, 78dBSNR) were employed, capturing the sound around the participant’s head. These two microphones were placed on the outside of the ear-mufflers and positioned as close as possible to the participant’s left and right ears. This positioning attempted to preserve Inter-aural level and time differences as much as possible.

A loudspeaker was setup at the front centre location serving both as a sound source as well as a visual reference to the participant. The loudspeaker image can be interpreted as a simultaneous visual presentation with zero latency. This aspect was thought to be important as, in practice, most immersive audio applications are accompanied by visual stimuli. By providing a visual reference that could be used to compare the visual and auditory stimuli, effects related to the lack of synchronism between the two stimuli could also be tested.

An image of a participant wearing the test apparatus and facing the sound source is shown in Figure 2.

[image: image15.png]



Figure 2  - Participant wearing the test apparatus

The mTSL of the test apparatus was determined through cross-correlation and found to be only 2.3ms (corresponding to the A/D, D/A conversion processes).
8.3.2.2
Subjects

7 subjects participated in a preliminary experiment meant to determine the general range where M2S latency detection thresholds could be observed. All participants were male with ages ranging from 31yr to 39yr. The participants were experienced in audio algorithm development but none had taken part in M2S latency detection threshold derivation tests before.

8.3.2.3
Task

In the preliminary experiment, a modified 2AFC test with an adaptive 3-down 1-up rule was conducted. The participants were presented with two samples in random order (one with added latency and one without), and were asked to determine which of the presented samples had the added latency. 

For each trial, participants were given feedback as to whether their responses were correct or not. The starting latency for the test was set to a high level of 200ms. If the participant correctly determined the sample containing latency, the latency was reduced by one step. Otherwise, the latency was increased by three steps. The initial step size was set to 200ms and was decreased by half after three reversals. 4 step sizes were used. The three reversals for the last step size were averaged to determine a value close to the M2S latency detection threshold. Due to the 3-down, 1-up nature of the adaptive procedure, the procedure converges to a percentage of correct detections = 79.4%.
8.3.2.4
Participant’s motion instructions

Participants were seated in a chair and were free to make the exploratory head movements that they felt was necessary to detect the M2S latency. Eventually, as trials progressed and feedback was being given, the participants adapted their head movements to the motion that better facilitated their discrimination. However, it is possible that a participant did not find the best motion strategy during the experiment.
8.3.2.5
Stimuli

The stimulus chosen was a continuous speech signal, taken from podcasts. While previous studies have chosen specific test signals for a high repeatability of psychophysical stimulation, the idea in this preliminary experiment was to stimulate the participant with content that is more approximate to the actual use case of interest and hence, a long podcast was played throughout the experiment. For each trial, the actual stimulus presentation length was limited to 10 seconds. This duration was thought to be a good compromise between the time required to make exploratory head motions and the need to limit the duration of the experiment.
8.3.2.6
Test environment

The test environment used to conduct the tests was an office-like space with an RT60 ~ 0.5s. The choice of a space with some amount of reverberation was made following the observation that testing in purely anechoic environments resulted in higher latency detection thresholds [8].
8.3.3
Results and listeners feedback

The preliminary experiment results on the M2S latency detection thresholds for each of the subjects are listed in Table 2. These results represent only an estimate of the threshold and further repeats and a different adaptive approach are required to derive a more precise threshold for each of the subjects:

Table 2 - Results of preliminary experiment to determine range of motion to sound latency detection thresholds Pc=79.4%.

	Listener
	1
	2
	3
	4
	5
	6
	7
	Average

	DT[ms]
	78
	69
	76
	148
	90
	63
	103
	89.6


Each session took about 45min to 1 hour depending on the adaptation tracks for each subject. 

In a post-experiment interview, some subjects reported a feeling of motion sickness. Although latency existed only for the audio stimuli (there was no latency on the visual stimuli), it is possible that the head movements themselves caused the motion sickness. Further investigation on motion sickness aspects require further evaluation. Some subjects felt that, when latency was present, the sound image was not stable, and used that artifact as a cue to detect the M2S latency. This is consistent with the spatial “slewing” effect observed in [6] and the actual task specified in [4]. Other subjects focused on the spatio-temporal displacement between the audio and visual images as a cue to detect the M2S latency thresholds.

8.3.4
Conclusions

The results obtained with this preliminary experiment seem in line with results previously reported in academic studies, although the experiment only aimed to find a range of latencies to be further tested with the test apparatus. The mTSL of the test apparatus (2.3ms) is significantly lower than the values obtained for the most discriminating subjects. Therefore, the test apparatus/methodology can be used to derive actual psychometric curves and further estimate M2S latency at other levels of detectability.
***END OF MODIFIED CLAUSE***
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