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**** BEGINNING OF MODIFIED CLAUSE****
4.3.4
VR audio production formats
4.3.4.1
Introduction
ITU-R BS.2266-2 [9] presents a framework of future audio representation systems and the need for a production exchange file format. The framework recognizes channel, object and scene-based audio representations. Table 4.2 describes these different audio representations.

Table 4.2: Audio production formats
	Signal type
	Examples 

	Channel-based audio

Mixes or mic array recordings for a specific loudspeaker layout

e.g. Stereo, 5.1, 7.1+4
	e.g. Full Mix, Music

	Object-based audio

Audio elements with positional metadata

Rendered to target speaker layout or headphones
	e.g. Dialogues, Helicopter

	Scene-based audio 

B-Format (First-order Ambisonics) 

Higher-Order Ambisonics (HOA)
	e.g. Crowd in Sports, Ambience


Note, that all signal types from Table 4.2 can describe 3-dimensional audio as necessary for an immersive VR experience. All signal types require audio metadata for control of the rendering e.g.: 

-
Channel configuration,
-
Type of Scene-Based normalization scheme and Ambisonics coefficient ordering,

-
Object configuration and properties, e.g. position in space

-
Diegesis, i.e. change upon head-tracking or steady with respect to the head – examples below:
-
Non-diegetic: A narrator who isn’t visible in the scene can be rendered independently from the head-tracking.
-
Diegetic: An actor’s dialogue is rendered according to his position in the scene, taking the head-tracking information into account.
A range of file formats and metadata supporting VR video streaming and playback is in active use today. However, no commonly agreed mechanism to exchange content between these multiple VR file formats exists. This can make the user’s production work frustrating as one may need to re-render the material for each platform where the video will be consumed. VR audio content, including object, channel and scene-based audio, is accompanied by metadata that allows the receiving party to properly interpret the audio data being transmitted. To facilitate production and distribution of content, it is desirable that the accompanying metadata can be interpreted by the different file formats used. This clause surveys the existing VR file formats and how essential metadata is handled.

4.3.4.2
Survey of existing spatial audio formats
VR streaming portal - Vendor 1
Vendor 1 describes an open metadata scheme to allow .mp4 containers to accommodate spatial (scene-based) and non-diegetic audio. The Spatial Audio Box (SA3D) contains information such as Ambisonics type, order, channel order and normalization. The Non-Diegetic Audio Box (SAND) is used to indicate audio that should remain unchanged by listener head rotation (e.g. commentary, stereo music, etc.).

At the time of this writing, the channel ordering was based on Ambisonic Channel Number (ACN), and the normalization was Schmidt semi-normalization (SN3D).
VR streaming portal - Vendor 2
At the time of this writing, vendor 2 service accepts videos in .mp4 or .mov containers. Audio is in AAC format with AAC-LC profile. The following formats are supported:
-
1 Channel, Mono

-
2 Channel, Stereo (Left, Right)

-
4 Channel, Ambisonic (1st Order, ACN channel ordering, SN3D normalization)

-
6 Channel, 5.1 Surround (Left, Right, Center, LFE, Left Surround, Right Surround)
Additionally, vendor 2 supports "Binaural audio" and "Quadraphonic audio" through the use of four mono or stereo audio tracks. These audio tracks correspond to the four 90 degree cardinal directions a user looks in the video (0deg, 90deg, 180deg, and 270deg). An open source audio and video conversion tool (FFmpeg) is suggested to build mp4 files with the “binaural” or “quadraphonic” audio formats.
VR streaming portal - Vendor 3
Vendor 3 also supports spatial audio with support for a proprietary 8 channel audio output format, first order Ambisonics with ACN ordering and SN3D normalization (AmbiX) or Furse-Malham ordering. In addition, non-diegetic audio support can be enabled through content production tools provided by the vendor. Files are saved under an .mp4 container. Vendor 3 also supports playback of audio and video generated using Vendor 2 metadata scheme.
ITU-R BS.2076-0 – Audio Definition Model (ADM)

The Audio Definition Model (ADM) is an open standard that seeks compatibility across object, channel and scene-based audio systems using XML representation. It aims to provide for a way to describe audio metadata such that each individual track within a file or stream is correctly rendered, processed or distributed.

The model is divided into a content part and a format part. The content part describes what is contained in the audio such as dialogue language and loudness. The format part contains technical information necessary for the audio to be decoded or rendered correctly, such as the position coordinate for a sound object and the order of an HOA component.

The recommendation provides for a series of ADM elements such as audioTrackFormat (describing what format the data is in), audioTrackUID (uniquely identifying a track or asset with a recording of an audio scene), audioPackFormat (grouping audio channels), etc. Guidelines for the use of IDs, coordinate systems and object-based parameter descriptions are also provided. Finally, a series of examples of ADM usage for channels, object and scene-based audio, including XML sample code and UML diagrams, concludes the recommendation.

Metadata that is specific to virtual reality such as indication of whether a content is diegetic or non-diegetic was not part of the recommendation at the time of this writing.

Currently, ADM is more of a production format rather than a format that is conducive to streaming applications, but this may change in the future. For streaming, a container format that allows both audio and video packets (compressed and uncompressed) along with ADM metadata would be desirable. 
ETSI TS 103 223 – Multi-Dimensional Audio (MDA)

The Multi-Dimensional Audio (MDA) is a metadata model and bitstream representation of an object-based sound-field for linear content. The target for this specification is cinema and broadcast applications. 

The metadata can indicate when an object occurs on the program timeline or where it is positioned within the sound-field. The reference renderer is based on Vector Base Amplitude Panning [Clause 4.1] and renders an object to its desired sound location. A bitstream representation is defined and mappings between common URI values and shorter Label values are provided to minimize overhead. 

A broadcast extension (clause 7) is defined in the specification, introducing support for Higher Order Ambisonics within the MDA stream. The channel numbering follows the ACN convention. The default normalization is N3D but other HOA normalization types are also supported (FuMa, SN3D, N2D, SN2D). Additional broadcast extensions are provided for Loudness and dynamic range compression management. 

Metadata that is specific to virtual reality such as indication of whether a content is diegetic or non-diegetic was not part of the specification at the time of this writing.

AmbiX
The AmbiX [Christian Nachbar; Franz Zotter; Etienne Deleflie; Alois Sontacchi (June 2–3, 2011). AmbiX – A Suggested Ambisonics Format] supports HOA scene-based audio content. AmbiX files contain linear PCM data with word lengths of 16, 24, or 32 bit fixed point, or 32 bit float, at any sample rate valid for .caf (Apple's Core Audio Format).

AmbiX adopts ACN ordering and SN3D normalisation and can provide for full-sphere and mixed-order Ambisonics support. The ACN+SN3D convention for full-sphere Ambisonics is adopted by Vendors 1, 2 and 3 listed above. This convention is gaining rapid traction as a popular format for the exchange of Ambisonics content.

Additional metadata to indicate non-diegetic content is missing in this scheme.

ETSI TS 103 190
[Editor’s note: TBD]
ISO/IEC 23008-3 MPEG-H 3D Audio
The ISO/IEC 23008-3 MPEG-H 3D Audio System provides the possibility to carry audio channels, audio objects and scene-based-audio signals (FOA/HOA) and metadata inside a single audio bitstream. This capability allows content producers to choose a combination of audio elements depending on their creative intent and target distribution platform. For VR-specific content creation, audio elements can be authored as being diegetic and non-diegetic. To provide an immersive audio experience on mobile and tethered VR platforms, the MPEG-H decoder includes loudness management and 3DOF rendering capabilities for loudspeakers and binaural headphones. MPEG-H 3D Audio specifies a normative interface for the user’s orientation, as Pitch, Yaw, Roll, and 3D Audio technology permits rendering of the audio scene to any user orientation. State-of-the-art coding tools enable high-quality immersive audio on low complexity decoders (MPEG-H Low Complexity profile) and at bitrates that have been traditionally used for 5.1 surround sound. 
The MPEG-H verification test report [1] provides details on four listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio. 
The MPEG OMAF 3D Audio Baseline profile (OMAF) is the MPEG-H 3D Audio LC Profile. This media profile is fully specified in MPEG-I OMAF [ISO/IEC 23090-2: Omnidirectional Media File Format] and is the only MPEG audio media profile that fulfils all the requirements for MPEG-I Phase 1a [http://mpeg.chiariglione.org/standards/mpeg-i/application-format-omnidirectional-media/requirements-omnidirectional-media-format] for omnidirectional media.
 [1] MPEG-H 3D Audio Verification Test Report, Geneva, 2017. http://mpeg.chiariglione.org/standards/mpeg-h/3d-audio/mpeg-h-3d-audio-verification-test-report

**** END OF MODIFIED CLAUSE****
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10
Conclusion
10.1 On subjective tests for VR audio systems development
This technical report has identified a range of potentially applicable tests, quality attributes and experimental methodologies that may be used to assess the QoE for VR audio. Test methodologies from the evaluation of 3D audio systems can be used to assess the quality of coding and rendering schemes with some constraints, e.g. lack of head-tracking during the rendering. However, no standardized subjective test methodology has been agreed yet for VR audio. Further development and standardization of 3GPP VR systems should consider this aspect.
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