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1. Introduction
The aggressive schedule for the FLUS Release 15 work requires some planning to ensure that SA4 can specify the key aspects of this feature in time for the December target completion.  To this end, the source suggests that before getting into detailed Stage 3 work SA4 first focus on,
1. Agreeing on a Stage 2 overview

2. Identifying what aspects are to be included in the Rel-15 specification

3. Identify FLUS QoS requirements so that any additional work on QCI definitions can be started in SA2/RAN2 

2. Stage 2 Overview

The work on FLUS would significantly benefit from a stage-2 overview that addresses relevant definitions and call flows. This would enable SA4 to also identify and address topics in and out of scope of the Release 15 version of the specification. Primarily, the stage-2 framework for xMB as documented in TS26.346, clause 5.4A, can be used an example and framework for FLUS. In particular, service and session management needs to be addressed, possibly using a RESTful architecture or using IMS-based procedures. We encourage to address stage-2 work before starting detailed stage-3. 

3. Quality of Service Requirements

A key enabler for the FLUS framework is providing an appropriate level of QoS that meets the service requirements while minimizing the impact to the system.  Guaranteeing a level of QoS will differentiate FLUS-based services from existing OTT Live Uplink services that use best-effort QoS, thus allowing mobile operators to enhance and provide value to such services.
The bandwidth demands for good quality video, including VR, are quite high (exceeding 1 Gbps in some cases) and can be quite demanding on the access network.  At the same time, a more relaxed delay constraint for these services could be exploited (e.g., eNB uplink scheduler) to minimize the impact to the access network.  There is an opportunity to provide a new level of QoS (i.e., new QCIs) that allow the system to provide higher bandwidth but with longer latency.
Therefore, it is important for SA4 to study the bandwidth and latency requirements for the different use cases and communicate these requirements to SA2 and RAN2.  These other 3GPP Working Groups can then specify additional QCIs as needed.  The work in SA4 should be done quickly to give the other groups enough time to update their specifications in alignment with the December 2017 target completion date of the FLUS Work Item.
3.1 EPS QCIs and 5G 5QIs
The tables below identify the currently specified QCIs for EPS and the 5QIs that have been agreed so far for 5G. 
Table 6.1.7 of TS 23.203: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget

(NOTE 13)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3), NOTE 14
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming, V2X messages

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9, NOTE 12)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3, NOTE 12)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
(NOTE 14)
	
	2.5
	50 ms
(NOTE 1)
	10-2
	V2X messages

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9, NOTE 12)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4, NOTE 12)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
(NOTE 14)
	
	6.5
	50 ms
(NOTE 1, NOTE 10)
	10-2
	V2X messages

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 12:
This QCI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this QCI value.

NOTE 13:
Packet delay budget is not applicable on NB-IoT or when Enhanced Coverage is used for WB-E-UTRAN (see TS 36.300 [19]).

NOTE 14:
This QCI could be used for transmission of V2X messages as defined in TS 23.285 [48].


Table 5.7.4-1 of TS 23.501 : Standardized 5QI to QoS characteristics mapping

	5QI

Value & QFI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	Conversational Voice

	2

	
	40
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	Real Time Gaming, V2X messages

	4

	
	50
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
	
	25
	50 ms
	10-2
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	IMS Signalling

	6
	
	
60
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	
300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
	
	90
	
	
	sharing, progressive video, etc.)

	69
	
	5
	60 ms
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	V2X messages

	
	
	
	
	
	

	


As can be seen, the longest amount of latency that is supported for streaming video is only 300ms.  This requirement is expected to be excessively stringent for some of the use cases being considered.  

For example, the E2E latency for some scenarios are listed in the table below:

	Scenario
	End-to-end Latency 

	Cable Broadcasts of Live Sports
	5-10s

	Satellite Broadcasts if Live Sports
	Up to 15s

	OTT Streaming of Live Sports
	15-100s

	FaceBook Live (October 2016 U.S. Presidential Debate)
	13s 

	Source: Wowza Media Systems


To determine the exact amount of latency tolerable for the LTE/5G uplink will require an elaborate breakdown of the different component delays in the end-to-end system.  However, the order of magnitude of the overall end-to-end latency in the above scenarios suggests that longer uplink latencies (e.g., 1s or 2s) may be acceptable for some use cases.  

In other use cases where there is interactivity between the viewers and the user capturing the video, e.g., viewers commenting to the videographer, uplink latencies lower than 1 second may be necessary.

Based on the above, it is proposed that:

SA4 study the use cases for Live Uplink streaming and identify a number of latency operating points for the uplink QoS.  SA4 then liaise these latency operating points to SA2 and RAN2 for development of appropriate QCIs and 5QIs.

3.2 FLUS Data Rates
The data rate required for a service (GBR, MBR) is not defined as part of the QCI.  However it is important to understand and communicate to SA2 and RAN2 the expected bandwidth requirements for FLUS-based services as the large data rate requirements amplify the need to exploit the more relaxed latency requirements.  
Although FLUS services are not restricted to VR and can be used for traditional video streams, we examine the some VR requirements as these produce the higher-end requirements.  The following table was taken from a report [1] that the CCSA is developing on VR in China.

	Stage 
(display resolution)
	Stage 1 (2K VR)
	Stage 2 (4K VR)
	Stage 3 (8K VR)
	Stage 4 (16K VR)

	Commercialization Timeline
	2016 -
	2018 -
	2020 -
	2022 -

	Display resolution / frame rate / color depth
	2160 × 1200 / 60 / 8 
	3840 x 1920 / 60 / 10
	7680 x 3840 / 90 / 10
	15360 x 7680 / 120 / 12

	Raw Bit Rate
	3 Gbps
	10 Gbps
	132.4 Gbps
	652.9 Gbps

	Compression Ratio
	200 (H.265)
	200 (H.265)
	400 (H.266)
	400 (H.266)

	Encoded Bit Rate
	15 Mbps
	50 Mbps
	339 Mbps
	1.63 Gbps

	BW Requirement (x1.5)
	22 Mbps
	75 Mbps
	509 Mbps
	1 Gbps (FOV)

	RTT (Network Only)
	20 ms
	16 ms
	14 ms
	12 ms

	Packet Loss Rate (TCP)
	7.05E-04
	9.47E-05
	2.68E-06
	9.81E-07

	Packet Loss Rate (UDP)
	6.34E-07
	5.70E-07
	5.62E-07
	5.57E-07


Although the table is focused on the consumption side, i.e., downlink requirements, it provides rough data points on what kind of bandwidth is needed on the uplink to send the captured video to the content server.  The relevant row is the “BW Requirement”, except for the last column entry using FOV.  As can be seen, the uplink bandwidth requirements could be much higher than what is required of today’s services.
4. Conclusion
Before starting detailed stage-3 aspects SA4 should focus on addressing stage-2 work and identify what aspects need to be included in the Release 15 version of the specification.
SA4 should also begin identifying the QoS requirements for FLUS-based services in terms of latency and bandwidth. The variety of use cases will have different latency requirements that may be exploited by the uplink scheduler, especially when transporting high data rates for video.  SA4 should communicate these QoS requirements to SA2 and RAN2 for development of appropriate QCIs and 5QIs.
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