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4.3.1
Introduction

This clause describes Audio Systems for use with Virtual Reality. This clause provides a high-level overview of requirements for audio VR, Clause 4.3.2 contains an overview of audio capture systems for VR, Clause 4.3.3 describes Content Production Workflows for VR and Clause 4.3.4 describes audio rendering systems for VR.

In general, Virtual Reality requires Audio Systems that provide the consumer with the perception of being immersed in a virtual environment. However, immersion itself is not a sufficient condition for successful commercial deployment of virtual reality multimedia services. To be successful commercially, audio systems for VR should also provide content creation tools, workflows, distribution and rendering systems that are practical to use and economically viable to the content creator and consumer. 

Whether a VR system is practical to use and economically viable for successful commercial deployment, depends on the use case and the level of sophistication expected for both the production and consumption of the use case. For example, a short spherical video of a vacation trip uploaded to a social media website may not afford the same level of production complexity or immersive experience found in a blockbuster cinematic production. Similarly, users may have very different expectations. For example. when compared to casual users, intensive gamers may have very different tolerance levels to both the quality and degree of immersion being delivered as well as the equipment necessary to achieve such an experience.

In addition to considerations of immersion, production, distribution and rendering complexity, VR audio use cases that support two-way communication have further constraints including, for example, a sufficiently low mouth to ear latency for good conversational quality. As illustrated on Figure 4.14, careful consideration of the following aspects is therefore required: 

1)
the Audio Capture System 

2)
the Content Production Workflow

3)
the Audio Production Format (see clause 6.2)

4)
the Audio Storage Format (see clause 6.2)

5)
the Audio Distribution Format (see clause 6.2)

6)
the Audio Rendering System

4.3.2.1
Introduction

The audio capture system design for VR is dependent on the choice of the audio content production format, which itself hinges on the considerations described in clause 4.3.1. For example, applications requiring the use of scene-based audio may support a single spherical microphone array to capture the auditory scene directly. Applications that make use of channel or object-based formats may choose to use one or more microphones optimized and arranged for the specific sound source being recorded.
4.3.2.2
Audio capture system for scene-based audio representation

Scene-based Audio is one of the three immersive audio representation systems defined, e.g. in ITU-R BS.2266-2 [39]. Scene-based Audio is a scalable and loudspeaker-independent sound-field representation based upon a set of orthogonal basis functions such as spherical harmonics. Examples of Scene-Based audio formats commercially deployed for VR include B-Format First Order Ambisonics (FOA) and the more accurate Higher-Order Ambisonics (HOA).

Ambisonics is a periphonic audio system [8], i.e., in addition to the horizontal plane, it covers sound sources above and below the listener. An auditory scene for Ambisonics can be captured through the use of a first or higher-order Ambisonics microphone. Alternatively, separate monophonic sources can be captured and panned, or transformed, to a set of desired locations.

B-format Microphones

The "B-Format", or First Order Ambisonics (FOA) format uses the first four low-order spherical harmonics to represent a three-dimensional sound field using four signals:

W: the omnidirectional sound pressure

X: the front/back sound pressure gradient at the capture position

Y: the left/right sound pressure gradient at the capture position

Z: the up/down sound pressure gradient at the capture position 
The four signals can be generated by processing the raw microphone signals of the so-called "Tetrahedral" microphone, which consists of four capsules, in a Left-Front-Up (LFU), Right Front Down (RFD), Left-Back-Down (LBD) and Right-Back-Up (RBU) configuration, as illustrated on Figure 4.15. 
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Figure 4.15: The "tetrahedral" microphone

Horizontal only B-format microphones

Other microphone array configurations can be deployed for portable spherical audio and video capture devices, with real time processing of the raw microphone signal components to derive the W, X, Y and Z components. Some configurations may support a Horizontal-only B-format in which only the W, X, and Y components are captured. In contrast with the 3D audio capability of FOA and HOA, a horizontal-only B-format foregoes the additional sense of immersion provided by the height information. 

Higher-Order Ambisonics microphones

The spatial resolution and listening area of First Order Ambisonics can be greatly augmented by enhancing the number of directional audio components. These are second, third, fourth and Higher Order Ambisonics systems (collectively termed HOA). The number of signal components needed for a three-dimensional Ambisonics system of order N is given by (N+1)2 and illustrated in Figure 4.16.

Figure 4.17 shows an example Higher Order Ambisonics capable microphone. 
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Figure 4.16: Spherical harmonics from order N=0 (top row) to order N=3 (bottom row)
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Figure 4.17: A Higher Order Ambisonics capable microphone

Several formats exist for Higher Order Ambisonics data exchange. The component ordering, normalization and polarity should be properly defined and further details are provided in Clause 6.2.
General considerations for scene-based audio capture systems

Some general considerations of the audio capture system that affect the perception of immersion include:

-
Signal to Noise ratio (SNR): Noise sources that are not part of the audio scene detract from the feeling of realism and immersion. Therefore, the audio capture system should have a low enough noise floor such that it is properly masked by the recorded content and not perceptible during reproduction. 

-
Acoustic Overload Point (AOP): Non-linear behaviour of the audio capture system may detract from the feeling of realism. The microphones should have a sufficiently high acoustic overload point to avoid saturation for the types of audio scenes and use cases of interest.

-
Microphone frequency response: Microphones should have a frequency response that is generally flat along the audio frequency range.

-
Wind Noise Protection: Wind noise may cause non-linear audio behaviour that detracts from the sense of realism.

-
Microphone element spacing, crosstalk, gain- and directivity matching: These aspects ultimately enhance or detract of the spatial accuracy of the scene-based audio reproduction.

-
Latency: If two-way communication is required, the mouth to ear latency should be low enough to allow a natural conversational experience.

4.3.2.4
Audio capture system for object-based audio representation

Object-based representations represent a complex auditory scene as a collection of single audio elements, eachcomprising an audio waveform and a set of associated parameters or metadata. The metadata embody the artistic intent by specifying the transformation of each of the audio elements to playback by the reproduction system. 

Sound objects generally use monophonic audio tracks that have been recorded or synthesized through a process of sound design. These sound elements can be further manipulated, e.g. in a Digital Audio Workstation (DAW), so as to be positioned in a horizontal plane around the listener, or in full three-dimensional space using positional metadata. An audio object can therefore be thought of as a "track" in a DAW.

The spatial accuracy of object-based audio elements is dependent on the metadata and the rendering system. It is not directly tied to the number of delivered channels. 

Experiences provided by object-based audio typically go beyond that possible with single point audio capture collocated with the camera in order to satisfy the artistic intent of the producer. 
4.3.3.1
Introduction

Figure 4.12 depicts a basic workflow for content creation and delivery for VR today.
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Figure 4.18: Event Multicast to VR enable user equipment

The workflow depicted in Figure 4.18 shows a complete VR audio system involving scene-based, object-based and channel-based audio representations. Not all of the components depicted need to be used for any particular use case.
4.3.3.2
Content production workflow for Scene-Based Audio

In applications involving real-time streaming of user generated content, the use of a live mixing engineer or post-production may not always be possible or desirable. In such applications, the content production workflow can be simplified to one of direct transmission of a scene-based audio stream. The sound field is captured with an appropriate microphone array configuration and transmitted to the far-end in a format such as Ambisonics or Higher-Order Ambisonics.

Even though no user manipulation of the content is performed, it is still possible for the content transmitted to be modified as part of the transmission chain. In particular, Ambisonics and Higher-Order Ambisonics are built on a layered approach that makes the technology suitable for scalability. Scalability may be desirable depending on e.g. the bandwidth available, the computational resources on the renderer side, etc.

For example, the content could be scaled according to link budget conditions. An example of such an approach is depicted in Figure 4.19, where a Higher-Order Ambisonics content being transmitted adapts, based on the link conditions. When link conditions are adequate, higher spatial audio resolution can be transmitted, enhancing the sense of immersion and spatial localization. Conversely, if link conditions degrade, the network may adapt to use lower spatial audio resolution, saving bit rate to improve link margin.
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Figure 4.19: Example of a pure Scene-Based Audio workflow showing link adaptation
4.3.3.3
Channel-based content production workflow

In most cases the microphone signals, effects, foley and music are mixed in post-production, either in a live mixing console or a DAW as shown in Figure 4.18. Tools and workflows for channel-based audio production are well established in the industry. Most DAWs support immersive audio formats or can host plugins to support mixing for immersive output formats such as 9.1, 11.1, or 13.1.

In the context of VR, 5.1 surround represents a popular audio format enabling sounds from all directions on the horizontal plane to be reproduced. This format has beenadopted by some existing VR platforms for mobile consumption. In order to provide truly immersive sound, a 3D format is required and there is a trade-off between the spatial resolution and the number of audio channels which can be made.
4.3.3.4
Production and post production for Object-Based audio representation

The process of production and post-production for linear VR experiences is similar to traditional cinematic content. The Figure 4.20 provides an example of a content creation process for live content. A set of audio elements obtained via spatial/sound-field recordings as well as spot microphones reach an audio mixing console or digital audio workstation where an audio engineer crafts an audio mix suitable for binaural reproduction over headphones. This creative process is paramount to deliver a high-quality, hyper-real experience. Hyper-realism is used to describe forms of compositional aesthetic where certain sounds that are present in the real environment are handled in a way so that they are either removed or somehow exaggerated. 

An essential component of VR mixing for cinematic content as well as for live content is the positioning of the different audio elements of the mix in space (i.e. panning) so that they match the video reference. For the mentioned linear content use-cases, this may be achieved through a user interface where the sound objects are positioned into a room-model in reference to a viewer. For VR, the mixing interfaces should be adapted to account for the fact that the video/visuals can encompass the entire sphere or even an entire 3D region around the nominal listening position.

For live produced content, generally the same principle applies. Different sound sources obtained via spatial/sound-field recordings, typically captured at different camera locations, as well as spot microphones reach a live audio mixing console. There an audio engineer assisted by automated components developed for live VR production crafts an audio mix suitable for binaural reproduction over headphones. The most obvious difference to the process for cinematic content is that the mix needs to be created in real-time.
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Figure 4.20: Example of a content creation process for live content

A key component in live workflows is the renderer/presentation manager that generates multiple mixes from a set of input audio elements, e.g. for the different camera viewpoints. This ability to output customized mixes for the different camera viewpoints is more critical for VR than for traditional broadcast use cases as a tight audio-video consistency is a requirement for immersion. 

Object-based audio is well suited to creating the hyper-realistic mixes required by professional live VR applications, where the creation of a soundscape that matches the camera viewpoint often needs to be compromised in order to craft an interesting and compelling audio mix. This may require enhancing far away elements that cannot be captured solely from the camera location but are nonetheless important in order to permit the user to follow the action. A solution is to author audio objects in ‘world-space', i.e. the stadium or venue and let the presentation manager transform their position to match multiple viewpoints (e.g. for different cameras). In addition, an increasing number of systems are appearing which can be used to tie audio to real-time tracking systems in order to define dynamic audio objects.
4.3.3.5
Object metadata and controls for VR 

Cinematic VR mixing often requires some audio elements to have specific playback-time behaviour. For instance, some non-diegetic background elements or music should preferably be kept ‘head-referenced' i.e. non-head-tracked, while the diegetic sound effects or dialog should be 'scene-referenced' (i.e. head-tracked).
 Similarly, it may be desirable for some audio elements to be rendered with higher timbral fidelity by bypassing binaural processing at playback time. 

Another category of controls for VR applications determines the environmental model. For spherical videos / 3DOF content, the environmental model is often captured or included as part of the audio elements themselves. This means that the reverberation, distance, source directivity and other room characteristics will be static, allowing the end-user to consume the content from a fixed position, but be unable to freely move within the given space. 

Finally, a last category of VR specific controls relates to gaze-based interaction where the end-user can emphasize or even mute/unmute some of the elements in the mix by looking at specific points or directions.

These specific behaviours or properties can be easily authored and attached to the audio elements as object metadata. 

4.3.4.2
Survey of existing spatial audio formats

VR streaming portal - Vendor 1

Vendor 1 describes an open metadata scheme to allow .mp4 containers to accommodate spatial (scene-based) and non-diegetic audio. The Spatial Audio Box (SA3D) contains information such as Ambisonics type, order, channel order and normalization. The Non-Diegetic Audio Box (SAND) is used to indicate audio that should remain unchanged by listener head rotation (e.g. commentary, stereo music, etc.).

At the time of writing, the channel ordering is based on the Ambisonic Channel Number (ACN), and the normalization is Schmidt semi-normalization (SN3D).

VR streaming portal - Vendor 2

At the time of writing, the service offered by vendor 2 accepts videos in .mp4 or .mov containers. Audio is in AAC format using AAC-LC profile. The following formats are supported:

-
1 Channel, Mono

-
2 Channel, Stereo (Left, Right)

-
4 Channel, Ambisonic (1st Order, ACN channel ordering, SN3D normalization)

-
6 Channel, 5.1 Surround (Left, Right, Center, LFE, Left Surround, Right Surround)

Additionally, vendor 2 supports "Binaural audio" and "Quadraphonic audio" through the use of four mono or stereo audio tracks. These audio tracks correspond to the four 90 degree cardinal directions matching the video (0deg, 90deg, 180deg, and 270deg). An open source audio and video conversion tool (FFmpeg) is suggested to build mp4 files with the "binaural" or "quadraphonic" audio formats.

VR streaming portal - Vendor 3

Vendor 3 supports spatial audio using a proprietary 8 channel audio output format or first order Ambisonics with either ACN ordering and SN3D normalization (AmbiX) or Furse-Malham (FuMa) ordering. In addition, non-diegetic audio support can be enabled through content production tools provided by the vendor. Files are saved under an .mp4 container. Vendor 3 also supports playback of audio and video generated using the metadata scheme of Vendor 2.

ITU-R BS.2076-0 [40] – Audio Definition Model (ADM)

The Audio Definition Model (ADM) is an open standard that seeks compatibility across object, channel and scene-based audio systems using XML representation. It aims to provide for a way to describe audio metadata such that each individual track within a file or stream is correctly rendered, processed or distributed.

The model is divided into a content part and a format part. The content part describes what is contained in the audio, such as dialogue language and loudness. The format part contains technical information necessary for the audio to be decoded or rendered correctly, such as the position coordinate for a sound object and the order of an HOA component.

BS.2076-0 provides for a series of ADM elements such as audioTrackFormat (describing what format the data is in), audioTrackUID (uniquely identifying a track or asset with a recording of an audio scene), audioPackFormat (grouping audio channels), etc. Guidelines for the use of IDs, coordinate systems and object-based parameter descriptions are also provided. Finally, a series of examples of ADM usage for channels, object and scene-based audio, including XML sample code and UML diagrams, concludes the recommendation.

Metadata that is specific to virtual reality, such as indication of whether a content is diegetic or non-diegetic, was not part of the recommendation at the time of writing.

Currently, ADM is more of a production format rather than a format that is conducive to streaming applications, but this may change in the future. For streaming, a container format that allows both audio and video packets (compressed and uncompressed) along with ADM metadata would be desirable. 

ETSI TS 103 223 [41] – Multi-Dimensional Audio (MDA)

The Multi-Dimensional Audio (MDA) is a metadata model and bitstream representation of an object-based sound-field for linear content. The target applications for the standard are cinema and broadcast. 

The metadata, which is part of the standard, can indicate when an object occurs on the program timeline and where it is positioned within the sound-field. The reference renderer is based on Vector Base Amplitude Panning [Clause 4.1] and renders objects to their desired sound locations. A bitstream representation is defined and mappings between common URI values and shorter Label values are provided to minimize overhead. 

A broadcast extension (clause 7) is defined in the specification, introducing support for Higher Order Ambisonics within the MDA stream. The channel numbering follows the ACN convention. The default normalization is N3D but other HOA normalization types are also supported (FuMa, SN3D, N2D, SN2D). Additional broadcast extensions are provided for Loudness and dynamic range compression management. 

Metadata that is specific to virtual reality such as indication of whether a content is diegetic or non-diegetic was not part of the specification at the time of this writing.

AmbiX [42]
AmbiX supports HOA scene-based audio content. AmbiX files contain linear PCM data with word lengths of 16, 24, or 32 bit fixed point, or 32 bit float, at any sample rate valid for .caf (Apple's Core Audio Format).

AmbiX adopts ACN ordering and SN3D normalisation and can provide for full-sphere and mixed-order Ambisonics support. The ACN+SN3D convention for full-sphere Ambisonics is adopted by Vendors 1, 2 and 3 listed above. This convention is gaining rapid traction as a popular format for the exchange of Ambisonics content.

For non-diegetic content, additional metadata is required with this scheme.
ETSI TS 103 190 [43, 44]
[Editor's note: TBD]
ISO/IEC 23008-3 [45, 46]
[Editor's note: TBD]
4.3.4.3
Observations

For scene-based audio, existing commercial solutions seem to be converging towards the use of ACN ordering and SN3D normalization (with a trivial conversion between N3D and SN3D). However, such metadata has not yet been  standardized - existing just as extensions to the .mp4 container. 

For the simultaneous handling of objects, channels and scene-based audio, e.g. ITU-R BS.2076-0 ADM [40] provides a platform to exchange broadcast content that could possibly be expanded to handle aspects specific to VR (e.g. support for mixed diegetic/non-diegetic content, possibly even including a reference renderer, streaming, etc.). 

To reduce fragmentation in the industry, a common production, metadata stamping and rendering workflow would be of interest for VR audio (similar to other broadcast efforts undertaken in ITU-R and elsewhere [Editor's note: to be completed]). Figure 4.21 displays an example processing chain where universal VR audio metadata can be added to the content during production and retrieved at the rendering side, regardless of the presence of possible spatial audio compression: 
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Figure 4.21: Example processing chain with universal VR audio metadata

[Ed'Note: This figure needs further updates]
4.3.5.2
Audio Rendering system for Channel-Based Audio

Channel-based formats are most well known in conventional audio productions. Each channel is associated with a corresponding loudspeaker. Loudspeaker positions are standardized in e.g. ITU-R BS.2051 [10] or MPEG CICP. In the context of VR, each loudspeaker channel is rendered for headphones as a virtual sound source; i.e. the audio signal of each channel is rendered from the correct location in a virtual listening room. The most straightforward way of doing this is to filter the audio signal of each virtual source with a measured response from a reference listening room. The acoustic responses can be measured using microphones in the ears of a human or artificial head. They are referred to as binaural room impulse responses (BRIR).

Such an approach is considered to give high audio quality and accurate localization. The downside of this approach is the high computational complexity, especially for a higher number of channels to be rendered and long BRIRs. Therefore, alternative methods have been developed to lower the complexity, while maintaining audio quality. 
Typically, these alternative methods involve parametric models for the BRIR, e.g. by applying sparse filters or recursive filters [11], [12]. 
4.3.5.3
Audio Rendering System for Object-Based Audio

In object-based audio rendering, sound sources are presented individually with metadata that describes the spatial properties of each sound source, such as position, orientation, width, etc. Sound sources are rendered separately in the 3D audio space around a listener, making use of these properties.

The rendering is performed either onto a specific loudspeaker configuration or onto a headset. Loudspeaker rendering uses different types of loudspeaker panning methods, while rendering to a headset can be performed in one of two different ways. The first headset rendering method is direct binaural rendering of the individual sound sources using HRTF filtering. The second is by indirect rendering that first uses panning methods to render the sources onto a virtual loudspeaker configuration and then by performing a binaural rendering of the individual virtual loudspeakers. 

For rendering to headphones, the direct binaural rendering of individual sources usually provides better quality as it will, when properly implemented, provide more accurate positioning and more distinctive perception of the sound sources.
*** End of changes ***
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