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1 Introduction

TR 26.918 lists use cases for VR services that relate to an end-to-end VR media flow within the 3GPP realm. This document provides gap analysis, recommended objectives, and candidate solutions for these use cases. 
In S4-170325, Gap Analysis and Recommended Objectives for service-provider centric Use Case was presented. 

Gap Analysis and Recommended Objectives for VR services with media flow within the 3GPP realm are presented in this document. This means services where VR media is encoded in 3GPP UE or 3GPP network nodes and also is consumed in 3GPP UE or 3GPP network nodes. This covers the use cases with conversational, bi-directional and user generated VR content.
2 Proposal
9. Gap Analysis and Recommended Objectives for VR Use Cases
9.1 Introduction

The relevant use cases described in the TR 26.918 can be broadly grouped into the following categories

· UE consumption of managed and third-party VR content, including 
· 5.2
Event broadcast/multicast use cases

· 5.3
VR streaming

· 5.4
Distributing 360 A/V content library in 3GPP
· 5.5.   Live services consumed on HMD

· 5.7.   Cinematic VR

· VR services based on user-originated VR content including 

· 5.6
Social TV and VR

· 5.8.   Learning application use cases

· 5.9
VR calls use cases
· 5.10
User generated VR use cases
· [5.x
Communications in Virtual Worlds]
9.2 UE consumption of managed and third-party VR content
9.2.1 Gap Analysis

<< Gap analysis from Clause 5.4.5>>
9.2.2 Recommended Objectives

<< Clause 4 from S4-170325>>

9.2.3 Candidate Solutions

<< Clause 5 from S4-170325>>
9.3 - VR services based on user-originated VR content 
9.3.1 Gap Analysis

For the use cases of VR services based on user-originated VR content the following gaps are identified in the current 3GPP specifications.
· General

· A reference end-to-end architecture that provides signalling and processing steps for real-time delivery as well as the interfaces between the UEs and network nodes.

· Delivery of the formats through appropriate protocols and mechanisms.
· Client architecture includes the interfaces to sensors, the VR rendering system (e.g. displays, headphones), and audio and video capturing

· Performance and quality requirements and design constraints for the coding and rendering of 360° video and immersive audio 
· Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensor data.

· In addition, the appropriate encoding of metadata to be used by the display/rendering, is necessary. Typically, SEI messages are defined to support the rendering. 

· Decoding of the formats and metadata delivered to the receiver

· Methods to inform the media sender about the rendering and output capabilities of the receiving UE.

· Encapsulation of the media formats for real-time transport or storage, adding sufficient information on to decode and render the VR content. 
· Media encoders and decoders that support the encoding and decoding of the formats 

· A consistent user generated VR content format for audio and video including their metadata

· For Video: 

· Video formats for 360˚ video
· Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines

· In an extension to basic encoding, viewport specific encoding may be considered. This may for example be supported by the use of specific projection maps or tile-based encoding. 

· Efficient encoding and decoding of 360˚ video content.

· For Audio 

· Input audio formats for VR services based on user-originated VR content.

· Efficient coding of relevant immersive audio input signals that are captured by multiple microphones.
· Immersive audio encoder and decoder specifications for VR services based on user-originated VR content.
· Immersive rendering of audio signals for different playback scenarios taking into account sensor data
9.3.2 Recommended Objectives
Based on the above identified gaps, the solution for services based on user-originated VR content should meet the following objectives.

General
· The solution is expected to provide interoperability between 3GPP VR UEs, network nodes for new VR services and existing services.
· The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.
· The solution is expected to enable temporal synchronization and spatial alignment of audio and video.
· The solution is expected to enable sufficiently low algorithmic delay for conversational VR use cases

· The solution is expected to support a wide bitrate range to allow for operating under different and varying channel and operating conditions
· The solution is expected to handle asymmetrical conversations, e.g.  with “VR media” in one direction.
Video
· The solution is expected to enable high perceptual visual quality for 360° video. 

· The solution is expected to support distribution of full panorama resolutions 

· The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
· The solution is expected to support encoding of equi-rectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 

· The solution is expected to support UE with different capturing capabilities, ranging from low tier to high end devices, e.g. 2D cameras up to multi-lens stereoscopic cameras

· The solution is expected to support UE with different presentation capabilities ranging low tier to high end devices, e.g. device with 2D screens up to stereoscopic HMDs

· The solution is expected to be interoperable with MTSI.
Audio
· The solution is expected to handle encoding/decoding/rendering of speech, music and generic sound. 
· The solution is expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including geometric information about the sound field and sound sources. This includes support for diegetic and non-diegetic input.

· The solution is expected to provide a decoder for the encoded format that is expected to include a renderer with an interface for listener positional information enabling immersive user experience with sufficiently-low motion to sound latency.
· The solution is expected to support low latency that would enable both conversational and live-streaming services over 4G/5G.

· The solution is expected to support advanced error robustness under realistic transmission conditions from clean channels to channels with packet loss and delay jitter and to be optimized for 4G/5G
· The solution is expected to be suitable for a wide range of potential UEs, ranging from low tier to high end, e.g. operable in stereo to fully immersive audio
· The solution is expected to be interoperable with MTSI. 

9.3.3 Candidate Solutions
A candidate solution for the real-time VR use cases, addressing the objectives in clause 9.3.2,

For Video the MTSI codecs are potential solutions and obviously provide MTSI interoperability. The elementary stream constraints of the Viewport-Independent baseline media profile may be used. Encapsulation into RTP as well as SDP signaling is FFS. 
For Audio, the MTSI codecs are potential solutions for channel-based audio based on multi mono operation and obviously provide MTSI interoperability. Encapsulation into RTP and ISO file formats for MMS, as well as SDP signaling is ffs. 
3 Summary
It is proposed to update the TR26.918 with the presented gap analysis, recommended objectives, and candidate solutions.
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