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Introduction
With this contribution, we propose the addition of two new use cases under section 5.9 VR Calls Use Cases of TR 26.918. What both use cases have in common is that they facilitate communication between participants in Virtual Worlds. The first of these use cases is In-Game Communications; the other is a Virtual Meeting Place. 
As mobile devices become ever more capable and the capacity and reliability of the connectivity is increasing it is believed that online gaming and virtual meeting places where users interact in a virtual world will become more and more popular. A solution for such applications must provide high quality paired with low latency on a large number of different devices and during different connectivity conditions, which makes them interesting use cases for 3GPP. 
We also propose an addition to section 4.3.5 describing an audio rendering system for object based audio, which is relevant for the two new use cases.
1.
Missing text in section 4.3.5 Audio Rendering System of TR 26.918:
4.3.5.3 Audio Rendering System for Object-Based Audio
In object-based audio rendering, sound sources are presented individually with metadata that describes the spatial properties of each sound source, such as position, orientation, width, etc. These sound sources are rendered separately in the 3D audio space around a listener making use of these properties.

The rendering is done either onto a specific loudspeaker configuration or onto a headset. Loudspeaker rendering uses different types of loudspeaker panning methods, while rendering to a headset can be done in two different ways. One is direct binaural rendering of individual sound sources using HR filtering. The other is indirect rendering that first uses panning methods to render the sources onto a virtual loudspeaker configuration and then doing a binaural rendering of the individual virtual loudspeakers. 

When it comes to rendering to headphones, the direct binaural rendering of individual sources is usually better as it will, when properly implemented, provide a more accurate positioning and more distinctive perception of the sound sources.

2.
Missing text in section 5.9 VR calls use cases of TR 26.918:
5.9.4 In-Game Communications
In in-game communications, players in an online virtual game are able to hear and talk to the players within their immediate vicinity inside the virtual game. The 3D audio scene rendered for each player will be in full agreement with the player’s 3D visual scene. The sound from player B at relative position PAB from player A, will be rendered in the audio scene of player A such that player A will hear it coming from the relative position PAB. Similarly the sound from player A at relative position PBA from player B, will be rendered in the audio scene of player B such that player B will hear it coming from the relative position PBA. By using a Head Mounted Display (HMD), the rendering can be controlled by head tracking so that the positions of other players are updated as the user turns his/her head. 
Each player will obtain the audio signals of its nearest players (up to a maximum limit) and a local audio rendering client will render those signals at the relative positions provided by the  game engine. The rendering of other game sounds, such as environmental sounds or event sounds, may be handled separately by the game client software or they are treated as additional virtual sound sources in the same rendering as the communication. The game engine may be local (client-based) or remote (cloud-based).
In the envisioned use case the service may be initiated by the game that connects to VR communication through some APIs. The individual users may be identified by the underlying communication service, but the positioning of the audio sources in the game is done by the gaming engine. The local gaming client may receive or render all or a subset of the audio sources, for example depending on their proximity. The VR scene is defined by the gaming engine, of which the communication service is unaware.

Another use case example is that the players, through a VR conference server, firstly initiate a VR communication. The conference server then creates a virtual scene in connection with a gaming server. The conference bridge may in this case expose certain communication data, e.g. speaker identities and other metadata, to the gaming server. That server controls the virtual positions of the players in response to the provided data and the game context. 
Since in-game communication is a full duplex service, a sufficiently low end-to-end delay is crucial in order provide a good user experience.
3.
Missing text in section 5.9 VR calls use cases of TR 26.918:
5.9.5 Virtual Meeting Place
The main idea here is to create a virtual world where people can meet and interact anonymously through their avatars with other people. A user would be able to move freely in the virtual world (6 DOF) and mingle with different groups of people depending for example on the discussion they are having. In this scenario the user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.
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