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Introduction

In this contribution, the signal flow for a VR end-to-end system is outlined. The focus is on the impact of each component to the overall performance of a VR experience delivered via a 3gpp service. Relevant quality factors and interoperability points are shown in section 1. It is proposed for inclusion in the TR in Virtual Reality [0]
In addition, missing text on channel-based and object based audio rendering is proposed for inclusion in clause 4.3 Audio Systems of the TR [0]
1. Audio Quality Evaluation of a VR Delivery System (proposed as subsection of  4.3 Audio systems )
1.1. Audio signal flow 

In the TR several use cases for VR are outlined. Independent of the particular case a general structure for the signal flow can be drawn.
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Figure 1; Audio processing steps in a one-way VR end-to-end scenario.
1.2. Factors influencing the QoE

Multiple factors influence the Quality of Experience. [1]
In a spatial audio reproductions system the quality features contribute to the QoE [2]

· Localisation accuracy (azimuth, elevation, distance)

· Timbre or coloration

· Auditory spaciousness (width of an auditory event)

· Artefacts (such as noise, clicks, gaps, parts not belonging to the content)

· Reverberance or envelopment + engulfment (perception of the room)

· Dynamic accuracy (for moving objects)
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Figure 2 Correlation between quality features and technical parameters. 
no relation = 0, very important relation = 4 [2]
For an interactive and communication application, the following parameters are important:
· Audio latency (correlated to mouth-to-ear delay)

· Spatial sluggishness (correlated to motion-to-sound latency)
1.3. Requirements for quality assessment and assurance

From a service perspective, the goal should be that the overall QoE is maximized within the given constraints and that a minimum QoE is ensured. These quality features listed here are determined by the all colored blocks in Figure 1. Therefore, the following is needed:

1. A technical evaluation of the subjective quality of the relevant parts of end-to-end system needs to be performed to assess the overall QoE
2. A full technical description and implementation of these blocks is required to ensure the tested QoE 
2. Missing text for TR for section “4.3.5. Audio rendering system”
4.3.5.2. Audio Rendering system for channel-based audio

Channel-based formats are most well known in conventional audio productions. Each channel is associated to a corresponding loudspeaker. Loudspeaker positions are standardized in e.g. ITU-R BS.2051 or MPEG CICP. In the context of VR, each loudspeaker channel has to be rendered for headphones as a virtual sound source. I.e. the audio signal of each channel should be rendered from the correct location in a virtual listening room. The most straightforward way of doing this is to filter the audio signal of each virtual source with a measured response from a reference listening room. The acoustic responses can be measured using microphones in the ears of a human or artificial head. They are referred to as binaural room impulse responses (BRIR).

Such an approach is considered to give high audio quality and accurate localization. The downside of this approach is the high computational complexity, esp. for a higher number of channels to be rendered and long BRIRs. Therefore, alternative methods have been developed to lower the complexity, while maintaining audio quality. 

Typically, those involve parametric models for the BRIR, e.g. by applying sparse filters or recursive filters [3], [4]. 
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