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1 Introduction

In order to progress the work in VR and address some use cases as documented in TR26.918, especially use case in clause 5.4. This document reviews formats and activities for Immersive Media, their timelines and their possible availability for 3GPP normative work.
We believe that 3GPP should generally avoid specifying technologies in isolation of other work, but should influence other organizations in harmonization as long as the use cases and requirements of 3GPP are fulfilled. In particular for any initial work, addressing the above use case in particular, a harmonized view is preferred.
In particular the work in MPEG is considered relevant for 3GPP as 3GPP relies on MPEG enablers in PSS and MBMS with codecs, file format and DASH-based streaming delivery.
2 MPEG Progress
2.1 Overview MPEG-i
During the recent MPEG meeting, the work on MPEG Immersive Media (MPEG-i) was progressed. The Immersive Media project MPEG-i was approved is now one of the major work items of MPEG running under ISO/IEC 23090. The project initially consists of 5 parts:

· Part 1: Technical Report on Immersive Media (Use Cases, Architectures, Framework)

· Part 2: Omnidirectional MediA Format

· Part 3: Video for Immersive Media

· Part 4: Audio for Immersive Media

· Part 5: Point Cloud Compression 
The timelines of the parts are very different with Part 1 and 2 being completed by the end of the year, Part 5 started and part 3 and 4 much more long term. A definition of phases was provided as follows with the introduction of the new term windowed 6DoF:
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The following output documents were generated:
	w16763
	Call for Proposals for Point Cloud Coding V2

	w16766
	Call for Immersive Test Material

	w16768
	MPEG-I Use Cases for omnidirectional 6DoF, windowed 6DoF, and 6DoF

	w16773
	Requirements for Omnidirectional Media Format

	w16774
	Draft Requirements for Future Versions of Omnidirectional Media Format

	w16869
	Liaison Statement to 3GPP TSG SA4 on OMAF

	w16915
	Liaison response to VRIF


The following adhoc groups are established.

	Name
	AHG on MPEG-I Architectures

	Mandates
	1.    Study Architectures for MPEG-I and propose updates to the draft of MPEG-I part 1

2.    Study the acquisition of VR experience metrics

3.    Study requirements for MPEG-I beyond phase 1a, focussing on phase 1b, and propose updates to the Requirements Document for MPEG-I part 2 (OMAF)

4.    Study common metadata for MPEG-I media

	Chairmen
	Thomas Stockhammer (tsto@qti.qualcomm.com)

Mary-Luc Champel (mary-luc.champel@technicolor.com)

Jaeyeon Song (jy_song@samsung.com)

Schuyler Quackenbush (srq@audioresearchlabs.com)

Rob Koenen (rob.koenen@tno.nl)

	Duration
	Until MPEG 119

	Reflector(s)
	mpeg-i@lists.aau.at

	Subscribe
	https://lists.aau.at/mailman/listinfo/mpeg-i

	Meeting
	Sunday before MPEG 119, 16-20 hours

	 
	approximately 3 calls will be held


 

Four additional adhoc groups will be run during the adhoc period on different subjects of MPEG-i;

	Name
	AhG on Immersive Media Quality Evaluation

	Mandates
	1. Produce a document on VR QoE requirements.

2. Collect test material with immersive video and audio signals.

3. Study existing methods to assess human perception and reaction to VR stimuli.

4. Develop test methodology for immersive media, including both video and audio.

5. Study VR experience metrics and their measurability in VR services and devices

	Chairmen
	Arianne Hinds, Haoping Yu, Vittorio Baroncini

	Duration
	Until MPEG 119

	Reflector(s)
	immersive-quality@lists.aau.at

	Subscribe
	https://lists.aau.at/mailman/listinfo/immersive-quality

	Meeting
	16 July 2017 (0900-1100)

	 
	teleconferences


 

	Name
	AHG on MPEG-I Visual Technologies

	Mandates
	1. Prepare a setup for evaluation of Omnidirectional 6DoF, Windowed 6DoF, and 6DoF

2. Collect test materials for Omnidirectional 6DoF, Windowed 6DoF and 6DoF

3. Carry out exploration experiments for Windowed 6DoF

4. Define exploration experiments for Omnidirectional 6DoF and 6DoF

5. Continue to solicit industry engagement

	Chairmen
	Jörn Ostermann (chair),Gauthier Lafruit, Masayuki Tanimoto, Krzysztof Wegner (co-chairs)

	Duration
	Until 119th meeting

	Reflector(s)
	mpeg-i-visual@lists.aau.at

	Subscribe
	https://lists.aau.at/mailman/listinfo/mpeg-i-visual

	Meeting
	Sunday prior to MPEG meeting


 

	Name
	AHG on 3D Audio and Audio in MPEG-I

	Mandates
	1.    Execute Workplan on 3D Audio Conformance

2.    Refine problem statements and evaluation procedures for Audio in MPEG-I

3.    Draft promotional white papers on MPEG-H 3D Audio

4.    Maintain Audio-related conformance data

5.    Maintain Audio-related reference software

	Chairmen
	Schuyler Quackenbush (ARL) srq at audioresearchlabs . com

	Duration
	Until 119th meeting

	Reflector(s)
	mpeg-audio-call@audioresearchlabs.com

	Subscribe
	•    To subscribe or unsubscribe to the list, send email to

the AhG Chair or go to 

http://www.audioresearchlabs.com/mailman/listinfo/mpeg-audio-call_audioresearchlabs.com


 

	Name
	AHG on Point Cloud Coding

	Mandates
	1.    Crosscheck and confirm the anchors, objective evaluation results, renderer commands

2.    Finalize the CfP within the editing period and disseminate it.

3.    Prepare the dry run for subjective evaluation in Torino

	Chairmen
	Rufael Mekuria (USP), Christian Tulvan (Institut Mines Telecom), Ralf Schaefer (Technicolor)

	Duration
	Until 119th MPEG Meeting

	Reflector(s)
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG


Note that the work in the adhoc group is public and can be followed by subscribing to the mailing lists.
2.2 Omnidirectional Media Application Format (OMAF)

The OMAF activity in MPEG is expected to be the first standard from MPEG providing formats for the support of Immersive Media. The DIS will be issued from MPEG#117 (April 2017) and 3GPP will be informed about the progress. The FDIS is expected in October.
An overview of the DIS is provided in the following:

· Scope: Specifies the omnidirectional media application format for coding, storage, delivery, and rendering of omnidirectional images and video and the associated audio. Graphics contents are not considered in OMAF. At the receiver side, it is assumed that the user sits in the center of the sphere and looks towards outside. 6 Degree of Freedom (6DOF) is not supported, i.e., purely translational movement of the user does not result in different omnidirectional media being rendered to the user.
· Projection: Equirectangular Projection (ERP) only
· Other projection types, including Cube Map Projection (CMP), will be further studied through a Verification Experiment (VE)
· The JVET is expected to have 360 degree video subjective test method(s) agreed by the Apr. 2017 meeting, and that is expected to be applied for OMAF projection tests. Therefore, some more projection types may be added at earliest at the July 2017 meeting.
· Direct use of fisheye video without involving a projection is also supported.
· Region-wise packing: an optional step after projection (think from the content production side) that manipulates different regions of the packed frame.
· A rectangular region based packing is included, which allows resizing, mirroring/clipping, and rotation operations of each individual region.
· Some region-of-interest (ROI) signalling mechanisms included for support of use cases such as director’s cut signalling, recommended initial and random accessing viewport signalling, most-interested regions for data prefetching, and so on.
· Region-wise guard band signalling. This feature can be used to avoid or reduce seam artifacts in rendered 360 video due to projection or region-wise packing.
· File format signalling mechanisms for signalling of projection, region-wise packing, ROI information (dynamic ROI information in timed metadata track), etc. 360 video metadata.
· DASH MPD signaling of projection, region-wise packing, content sphere coverage, and region-wise quality ranking was added.
· Support for the following video codecs:

· HEVC Main 10 profile, Main tier, and Level 5.1.
· AVC

· Support for the following audio codecs:

· MPEG-H audio low-complexity profile.
· AAC

· The definition of Media Profiles and Presentation Profiles for the purpose of simplified interoperability points. 4 Media profiles and 1 Presentation profile are documented in the Profiles under consideration document, addressing:

· Viewport independent HEVC profile with focus on providing simple interoperability

· Viewport dependent HEVC profile with different options

· Legacy 2D audio profile with simple metadata based on AAC

· 3D baseline audio profile based on single stream MPEG-H low complexity profile, level 1,2,and 3
· An informative annex on viewport dependent omnidirectional video processing: currently includes descriptions of a number of video coding approaches targeting at bandwidth and decoding complexity optimizations that utilize the fact of 360 video applications where at any time moment only a subset of the entire video region represented by the video pictures is rendered to seen by the user.
The following relevant output documents are generated:

	w16824
	Text of ISO/IEC DIS 23090-2 Omnidirectional MediA Format

	w16825
	Technologies under Considerations for ISO/IEC 23090-2 Omnidirectional MediA Format

	w16826
	Profiles under Considerations for ISO/IEC 23090-2 Omnidirectional MediA Format

	w16827
	Procedures on developing Profiles for ISO/IEC 23090-2 Omnidirectional MediA Format

	w16828
	Projections under Consideration for ISO/IEC 23090-2 Omnidirectional MediA Format


 

The adhoc group meeting will continue:

	Name
	AHG on Omnidirectional MediA Format (OMAF)

	Mandates
	1. Study DIS and solicit industry comments on DIS

2. Conduct comparison experiments

3. Study projections under consideration and extension mechanisms for supporting user private projections 

4. Study profiles under considerations

	Chairmen
	Youngkwon Lim, Ye-Kui Wang

	Duration
	until the next MPEG meeting

	Reflector(s)
	mpeg-maf-dev@lists.aau.at

	Subscribe
	http://lists.aau.at/mailman/listinfo/mpeg-maf-dev

	Meeting
	Saturday and Sunday

	 
	- 6/1 - 6/2 @ HHI, Berlin, DE (To be confirmed by 4/14)

- Focus on review of DIS text and profiles under considerations

conference calls on comparison experiments 


3 VR Industry Forum
3.1 Background
The Virtual Reality Industry Forum (http://www.vr-if.org) is composed of a broad range of participants from sectors including, but not limited to, the movie, television, broadcast, mobile, and interactive gaming ecosystems, comprising content creators, content distributors, consumer electronics manufacturers, professional equipment manufacturers and technology companies. Membership in the VR Industry Forum is open to all parties that support the purposes of the VR Industry Forum. The VR Industry Forum is not a standards development organization, but will rely on, and liaise with, standards development organizations for the development of standards in support of VR services and devices. Adoption of any of the work products of the VR Industry Forum is voluntary; none of the work products of the VR Industry Forum shall be binding on Members or third parties.

The principal purpose of the VR Industry Forum shall be: “To further the widespread availability of high quality audiovisual VR experiences, for the benefit of consumers.”
The VR Industry Forum focuses on content that is transmitted as audio and video, and it will monitor complementary technologies for inclusion in its scope, including those that enable augmented reality and mixed reality. The VR Industry Forum targets immersive experiences that typically require head-mounted devices, understanding that immersive VR content may also be consumed on “2D flat screens” (like tablets, mobile phones, PC screens, TVs) with navigation capabilities.
3.2 Recent Updates

The VR-IF has communicated with MPEG on their interest in OMAF for addressing the use case in Annex A. The use case is close to what is also documented in TR26.918, clause 5.4.
4 Proposal

Based on the information in this document, the following is proposed:

· work with the standardization ecosystem on harmonization of formats for the relevant immediate use cases to the extent reasonable. In particular, MPEG and VR IF should be considered.
· share an agreed v1.0.0 report as well as an agreed time and work plan with MPEG and VR IF.
· align the use case in clause 5.4 of the TR with the use case in the Annex

· add the information on OMAF and MPEG-i in clause 2 to the Technical Report if considered appropriate.
5 Annex Use Case: Distribution of VR Content Library

5.1 Use Case Description
A service provider (content aggregator) offers a library of 360 A/V content. The library is a mixture of content formats from user generated content, professionally generated studio content, VR documentaries, promotional videos, as well as highlights of sports events. The content enables to change the field-of-view based on user interaction. 

The service provider wants to create a portal to distribute the content to a multitude of devices that support 360-A/V and VR processing and rendering.  This device may implement functions in hardware for reduced power and battery consumption, optimized processing, minimal thermal impacts and minimized latencies. Some solutions may be embodied in software (such as apps). Typically, VR applications make use of well-defined interfaces to hardware functionality, notably decoders. 

The service provider wants to target two types of applications:

· Primarily, view in a HMD with head motion tracking. 

· As a byproduct, the content provider may permit viewing on a screen with the field-of-view for the content adjusted by manual interaction (e.g. mouse input or finger swipe)

The service provider expects different types of consumption and rendering devices with different capabilities in terms of decoding and rendering. However, it wants to target devices that fulfil a certain quality threshold expressed by decoder and rendering capabilities.

The service provider has access to the original footage of the content and is permitted to encode and transcode to appropriate distribution formats. 

The footage includes different types of 360 A/V VR content, such as

· For video:

· One of the three

· Pre-stitched monoscopic video, i.e. a (360 and possibly less than 360) spherical video without depth perception, with Equirectangular Projection (ERP).

· Pre-stitched stereoscopic video, i.e., a spherical video using a separate input for each eye, typically with ERP.

· Fish-eye content resulting from user generated content 

· Original content

· original content, either in on original uncompressed domain or in a high-quality mezzanine format.

· Basic VR content: as low as 4k x 2k (ERP), 8 or 10bit, BT.709, as low as 30fps 

· High-quality: up to 8k x 4k (ERP), 10 bit, possibly advanced transfer characteristics and colour transforms, sufficiently high frame rates, etc.

· Sufficient metadata is provided to appropriately describe the A/V content

· For audio 

· Spatial audio content for immersive experiences, provided in the following formats:

· Channel-based audio

· Object-based audio

· Scene-based audio

· Or a combination of the above

· Sufficient metadata for encoding, decoding and rendering the spatial audio scene permitting dynamic interaction with the content. The metadata may include additional metadata that is also used in regular TV applications, such as for loudness management.

· Diegetic and non-diegetic audio content.

The service provider is responsible for monetizing the content and fulfilling necessary accessibility requirements. VRIF considers subtitles important, and prefers this to be supported in a standardized way.
The service provider is also responsible for securing the content, if required by the content provider, including DRM systems.

The service provider wants to 

· reach as many devices as possible 

· minimize the number of different formats that need to be produced and distributed 

· ensure that the content is presented in highest quality on the different devices. 

The service provider provides an application (e.g. browser-based, native app) or makes use of an installed third party application, and may rely on the decoding and rendering capabilities of the device, typically in hardware or by pre-installed or downloaded software decoders.
The service provider wants to reach devices that are already in the market or are expected to be in the market by end of 2017.

The service provider wants to avoid testing each and every device, but rather prefers simple interoperability, e.g. standardized interfaces.

5.2 Distribution

5.2.1 Downloading content
The service provider wants to enable that a some of the library items can be downloaded to devices, primarily through HTTP, and is played back on the device after downloading. The service provider wants to ensure that a device downloads only content that it can decode and render while providing the best user experience for the device capabilities.

5.2.2 Streaming content

For certain library items, the service provider wants to ensure that content is rendered instantaneously after selection, so a DASH-based streaming is considered. The service provider wants to ensure that a device accesses only content that it can decode and render while providing the best user experience for the device capabilities. 

The service provider also wants to ensure that the available bandwidth for the user is used such that the rendered content for the user is shown in the highest quality possible.

5.2.3 Considered Distribution Architectures

The architecture introduced in this clause addresses service scenarios for the distribution of VR content in file or segment based download and streaming services, including DASH-based services.

The role of the VR Content Provider, the VR Service provider, the distributor, the application and the service platform are differentiated.

Figure 1 considers a functional architecture for such scenarios. VR Content is captured by a VR Content provider and split in audio Ba and video in Bv on the interfaces. Both media come with metadata and are synchronized in time and space. The content is uploaded to a VR Service Provider Portal which stores the original footage. Then the content is prepared for distribution by preprocessing, encoding and file format/DASH encapsulation. Interface Da and Dv provide formats that enable encoding by existing media encoders. After media encoding, the content is made available to file format encapsulation engine as elementary streams E and the file format may generate a complete file for delivery or segmented content in individual tracks for DASH delivery over interface F. Metadata may be added. Content may be made available in different viewpoints, so the same content may be encoded in multiple versions. Content may also be encrypted.

At the receiving end, there is an expectation for the availability of a VR application that communicates with the different functional blocks in the receiver's VR service platform, namely, the delivery client, the file format decapsulation, the media decoding, the rendering environment and the viewport sensors. The reverse operations are performed. The communication is expected to be dynamic, especially taking into account the dynamics of sensor metadata in the different stages of the receiver. The delivery client communicates with the file format engine, and different media receivers decode the information and provide also information to the rendering.
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Figure 1 Example Architecture for simple VR Streaming Services
Note that certain functionality (such as audio decoding and audio rendering) depicted in the VR Service Platform box above may in certain circumstances take place within the VR Application box, depending on the VR Service Provider’s needs and platform capabilities. However, there are benefits in enabling VR Applications to use a native VR Service platform for decoding and rendering to minimize latency, thermal impact, processing power and power consumption. 

Figure 2 provides an attempt for an encrypted system. It is important that the interfaces to the secure decoding and rendering platform are limited and therefore require that well defined conforming bitstreams are provided to the trust zone.
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Figure 2 Example Architecture for encrypted VR Streaming Services
5.3 Target Devices and Capabilities 

In order to achieve high-quality VR experiences, only devices should be taken into account for which the VR service platform provides sufficient capabilities. We believe that capabilities of existing and emerging mobile platforms should serve as the benchmark.

As examples, here are the capabilities of widely used advanced media platforms for VR service distribution.
· Snapdragon 821: https://www.qualcomm.com/products/snapdragon/processors/821 with some details here
· Snapdragon 835: https://www.qualcomm.com/products/snapdragon/processors/835 with some details here
· 7th GEN INTEL core: https://newsroom.intel.com/press-kits/7th-gen-intel-core/ with some details here
· Exynos 8 Octa (8890): http://www.samsung.com/semiconductor/minisite/Exynos/w/solution/mod_ap/8890/
· Exynos 9 (8895): http://www.samsung.com/semiconductor/minisite/Exynos/w/solution/mod_ap/8895/

Based on this, device capabilities in target be clustered:
· Media capabilities:
· Video decoding and processing and rendering: 
· HEVC Main-10 Profile, Main Tier, Level 5.1
· Baseline: 4K@60fps, 8 and 10 bit, support for BT.709, single decoder.

· Additional options are under study: baseline plus 1440p@120fps, BT.2100 PQ, tile-based decoding, multiple decoders
· Handling of a subset of projection maps: ERP, Cube Map
· Audio decoding and processing:
· MPEG codecs with spatial metadata including MPEG-H audio LC

· Spatial metadata and spatial rendering (HRTFs and Headsets)

· Broadband access 
· HTTP-protocol stack
· Access to either 
· broadband wireless access system supporting several Mbit/s up to 100 Mbit/s, but typically on a “best effort basis”

· broadband wired access supporting similar bitrates (best effort) connected for which the HMD is connected through a tethered connection, e.g. HDMI

· Interfaces between platform and application for head tracking/orientation, media decoders, DRM and rendering/GPU.
· Secure trusted media path for certain applications
· End to end media path, from decryption to decode, decompression and rendering/output to external links, must be hardware isolated such that content is protected from unauthorised software processes and other hardware components;
· For the media pipeline it means that there is no software access to any decoded 360 video pixels and the video bitstream contains all information on how to recover a 360 video.

· VR platform is expected to provide rendering capabilities such that immersiveness can be maintained, i.e. with the availability of a 360 video in the rendering buffer, Motion-To-Photon Latency (MPL) is within immersive limits. Note that the VR Industry Forum will work on human factors such as the maximum tolerable MPL and possibly tolerable latencies for decoding and delivery. At this point, the assumption is that the rendering environment has access to a decoded 360 video at any point in time.

5.4 Derived Recommendations

Based on the use case descriptions, VR-IF is looking for specifications that address the above use case in consistent and interoperable manner. Some observations and recommendation are derived:

· The following interfaces are considered in scope for a solution: E and F, i.e. on the encoding and decoding for each media type as well as on the delivery for download and streaming.

· For the following interfaces, at least a reference/example should exist: D/D’ and B

· While application aspects such as the UI  are out of scope, dynamic viewport/orientation data is available for the delivery, decoding and rendering process.

· The specification defines one or multiple conformance points provide:

· content restrictions such that a content authors can claim conformance to the specification if it follows the requirements and recommendations in the specification

· receiver implementation requirements, i.e. an implementer knows that by implementing a set of features it is able to decode and render content following this conformance point

· The specification should avoid providing multiple tools for the same functionality to reduce implementation burdens and improve interoperability.
· The specification should enable that hardware-supported (on a VR platform) or pre-installed third party decoders and renderer can be used by the application by well-defined conformance points.
· The specification should be able to fulfill the use case document in clause 1.1 to 1.3

· The specification should allow addressing content distribution to the target device capabilities in addressed in clause 1.3 including

· Video Capabilities:
· Video decoders and rendering: well-defined conformance points for decoding and rendering, e.g. using HEVC Main-10 level 5.1

· Projection maps that permit encoding of ERP pre-stitched video (monoscopic and stereoscopic) in an efficient manner. Other projection maps than ERP for distribution should only be provided if consistent benefits over ERP is achieved.

· Ability to encode fish-eye based video.
· Audio Capabilities:

· Well-defined MPEG codecs to permit distribution of 3D audio, i.e. compression and metadata including MPEG-H audio low complexity profile with well defined decoding and rendering interfaces
· Delivery
· Support for File-based distribution and Download
· Support for DASH-based streaming
· Security:
· Decoding and rendering to support secure media pipelines

· Efficient distribution for multiple DRM systems (e.g. using common encryption´)
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