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13.6 Use of SAND for Consistent QoE/QoS
13.6.1
Video-Aware QoS optimizations at the Core

The architecture in Figure 13.x may be considered for video-aware network resource management. It consists of content servers, Video Aware Controller (VAC) in the core network, and DASH clients. The VAC placed at a service provider central office at the network core is the central intelligence for video-aware resource management. The VAC is connected to the EPC. The VAC also contains a QoE reporting server to receive periodic feedback of media buffer levels from the DASH clients. This is done by establishing an application-level auxiliary control connection between the DASH client and the VAC for each streaming flow, e.g., an HTTP POST connection. The VAC has a synthetic view of the buffer levels of all the connected streaming clients. It computes a maximum bit rate MBRj for each flow j and communicates the MBRj of each flow j to the respective DASH client through the auxiliary control connection. 

The key to this architecture is application-level feedback from DASH servers/clients to the VAC and QoS-signaling from the VAC. For example, the VAC may receive feedback of client media buffer levels from the DASH clients and video segment quality information from the content servers. Then the VAC may process the feedback information to determine QoS parameter settings for each flow in the network. Specifically VAC may determine the Maximum Bit Rate (MBR) for each flow in the network. These QoS-parameters are then communicated to the DASH clients to which use this information in their video rate adaptation. 
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Figure 13.x: Video Aware QoS Signaling Architecture

Thus the VAC indirectly manages the network resources at various parts of the network by setting the QoS parameters that influence the DASH client adaptation behavior. The VAC controls the rate adaptation of the video clients by communicating the respective QoS-parameters to each client. Further detail on VAC-based streaming enhancements is present in [2].
13.6.1
Video QoE-Aware scheduling at the RAN

A media-buffer aware optimization framework may realize multi-user resource allocation that constrains re-buffering probability for adaptive streaming users, based only on periodic feedback of media buffer levels from streaming video clients. By intelligent resource allocation, the eNodeB may help reduce re-buffering in video clients. This approach relies on some feedback from DASH clients in order to enforce the re-buffering constraints.
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Figure 13.y: Buffer Level Feedback based Scheduling

The buffer-aware resource allocation framework is shown in Figure 13.y. In addition to CQI feedback as is standard in the 3GPP enviroment, each adaptive streaming user also feeds back its media playback buffer level periodically to the BS scheduler. This can be directly done over the radio access network or indirectly through the video server. 

From a RAN efficiency perspective, the following observations can be noted on the use of the buffer-level feedback:

-
In active state (e.g. at segment download activities) the UE can report buffer status, send CQI reports etc. without specific additional burden.

-
In DRX and especially in idle state (e.g. after inactivity time expiry in-between segment downloads), the UE really wants to avoid any modem activity. Even sending a tiny status report will wake up modem subsystem and initiate new transition from idle to active, and then waiting again to move back. This will cause both signaling overhead and large power consumption impact in client.

So when a download activity of segments is finalized the client should not need to send anything to the scheduler, until it is time for another download activity. Further detail on video QoE-aware scheduling is present in [x2].
13.6.3
SAND Use
SAND provides the application layer framework to realize the streaming enhancements described in clauses 13.6.1 and 13.6.2. In particular, the VAC described in clause 13.6.1 can be realized by the DANE functionality defined by SAND, where DASH clients can indicate their desired bandwidth levels through the use of the SAND status message SharedResourceAllocation and also can report QoE metrics. In addition, when VAC determines the resource allocation across the DASH clients, it can rely on its DANE functionality to inform the DASH clients about their resource assignments and throughput / QoS, which can be achieved by the SAND PER message SharedResourceAssignment, Throughput and QoSInformation. Furthermore, provided that the QoE metrics reports containing media buffer information as enabled by SAND are also made accessible to the scheduler at the eNodeB, SAND may be an enabler for the media buffer-aware multiuser scheduling framework described in clause 13.6.2.
An example workflow realizing the consistent QoE/QoS is depicted in Figure 13.z, where the use of the WebSocket protocol [x3] is considered and the DANE functionality is hosted at the PSS server and SAND-capable DASH client capabilities are hosted in the PSS client (consistent with the SAND support in PSS as described in [2]).
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Figure 13.z: Example SAND workflow for Consistent QoE/QoS
Step 1: Client issues an HTTP GET and sends request for MPD to the content server. In the header of the HTTP request, client includes the SAND header that contains the status messages on client capabilities. 

Step 2: Content server responds with HTTP 200 OK with body containing the MPD. As specified in ISO/IEC 23009-5 [x1], the MPD contains a sand:Channel element whose @schemeIdUri is "urn:mpeg:dash:sand:channel:websocket:2016" and WebSocket URI in the @endpoint attribute.

Steps 3, 4: The 3GP-DASH Client parses the MPD starts downloading the segments. In addition, the sand:Channel element is located in the MPD element. Using this information, the 3GP-DASH client initiates the WebSocket connection with the out-of-band DANE (e.g., located in the PSS server) as specified in RFC 6455 [x3]. 

It is noted here that WebSocket-based SAND channel announcement may also be accomplished by the use of OMA DM [22]. 

Steps 5, 6, 7, 8: Upon successful establishment of the WebSocket connection between a 3GP-DASH Client and DANE, the 3GP-DASH client starts listening for incoming PER messages and may send metrics and status messages when needed. Since the WebSocket Protocol establishes a full-duplex connection, the DANE and the 3GP-DASH client may exchange SAND messages travelling simultaneously in opposite directions over the channel.

The DANE sends the DANE capabilities message to the 3GP-DASH Client (Step 5). When received, the 3GP-DASH Client replies with a client capabilities message (Step 6). As specified by ISO/IEC 23009-5 [x1], the messages are WebSocket messages sent in the text format and formatted in XML. More specifically, the DANE and 3GP-DASH client negotiate the use of the following SAND messages for consistent QoE/QoS:

· -
PER: SharedResourceAssignment, DaneCapabilities
· -
Status Messages: SharedResourceAllocation, ClientCapabilities
-
QoE Metrics: BufferLevel, PlayList
When the capabilities messages have been exchanged, the WebSocket connection stays open and further SAND messages relevant for consistent QoE/QoS may be exchanged, namely PER messages on shared resource assignment, QoS information and throughput, QoE metrics and status messages shared resource allocation. 
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