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1. Introduction
Both in the latest document of the VR feasibility study (FS_VR Virtual Reality; S4-170125 [1]) as well as in the previous VIDEO-MTSI-SQ SWG ad-hoc conference call on FS_VR (8th March 2017, AHVIC-092)[5] several problems or gaps where described. With this contribution, we would like to address two of these problems:
A. “Instructions and permitted Head Movement” in predefined viewing experiences (AHVIC-091)[6]
B. Areas of investigation (5.3.2), 1a: “Field of view in response to user interaction, e.g., head movement” in FS_VR Virtual Reality study (S4-170125) [1]
The main problem is that currently the mapping of the FoV to the representation of differnt content as well as how to store or direct such movement is not well defined. As a possible solution, we would like to introduce Region of Interest (ROI) as a concept to be included in the current VR feasibility study (S4-170125)[1]. Extending on our previous contribution S4-160680 [2] we would like to show how a projection agnostic ROI description can help for transmission and the description of specific user experiences (particularly in terms of 360-degree video streaming). Overall ROI metadata can help to better describe and understand the QoE of specific users over the whole period of a viewing experience. Further, it can help in directing the user experience and create reproducible study conditions.  This can help to addresses the challenge of “Instructions and permitted Head Movement” in predefined viewing experiences (AHVIC-091)[6]. But might also be helpful for the description of the user’s viewing experience as described in the Subjective Evaluation of 360-Degree Video (AHVIC-090)[7]. Following this document, we propose to add two chapters to the current VR feasibility study (TR 26.918)[1]:
I. Chapter to Explain Region of Interest (see 2. Region of Interest), 
· This could be added into chapter 4.2.5 (VR Video Systems), particularly offering more insides into mapping of projects (4.2.5.4)
II. Extending Use Cases with directed and undirected viewing experience (see 3. Use cases: Directed and Undirected experiences with ROI) 
· This could extend the use case 5.3 VR streaming. This is already aligned with the current Areas of investigation (5.3.2), 1a: “Field of view in response to user interaction, e.g., head movement”. 

2. Region of Interest
The idea of a Region of Interest (ROI) is a common concept in many image application areas (for example medical imaging and MRI). A ROI simply indicates an area or region in a 2d map that is of interest and further processed without the need of the full 2d map. However, dealing with 360-degree imaging in various presentation formats in VR and different display technologies of clients more metadata is required for a generic description. There are several activities, e.g. in MPEG OMAF, to describe such ROI for VR. A good overview of the ongoing efforts in the mpeg community regarding ROI can be found here [3]. Within this chapter we would like to emphasis on two problems regarding ROI:
2.1. How to describe ROI in a projection agnostic way?

2.2. How to map the FoV with a ROI description to different projection mappings?

2.1. Region of Interest Description
In this section, we’d like to give an overview of how projection agnostic description of ROI might look like. This is based on the assumption that ultimately the view of a user can be seen as a sphere. The mapping and display technique might be different then this of a sphere, but in terms of how pixels get projected into the HMD will be similar to a sphere. In this way, we can describe ROI in the following [4]: 
RoI description based on a point
aligned(8) class 3DSphericalCoordinatesSampleEntry

extends MetadataSampleEntry (‘3dsc’) {

unsigned int(16)
reference_width;

unsigned int(16)
reference_height;

unsigned int(4)
shape_type;
}

reference_width and reference_height give respectively the width and height, in terms of yaw and pitch angles, of the sphere surface in which ROI coordinates may be defined. This can be useful for content not covering the whole sphere.

shape_type defines the shape of the area on the surface sphere.
RoI description based on a point
aligned(8) class 3DShpericalCoordinatesSample(){

unsigned
int(16)
yaw_center; 

unsigned int(16)
pitch_center; 

unsigned int(16)
roll_center;

unsigned int(16)
width;

unsigned
int(16)
height;

unsigned int(1)
interpolate;

unsigned int(7)
reserved;
}

yaw_center and pitch_center give respectively the horizontal and vertical coordinate of the centre of the ROI on the sphere surface associated with the media sample of the referenced track.

roll_center gives the orientation of the ROI on the sphere surface associated with the media sample of the reference track

width and height give respectively the width and height of the region on the sphere surface associated with the media sample of the referenced track.

interpolate indicates the continuity in time of the successive samples. When true, the application may linearly interpolate values of the ROI coordinates between the previous sample and the current sample. When false, there shall not be any interpolation of values between the previous and the current samples. 
2.2. Example mapping of ROI 
In order to give a better illustration of the benefits of ROI towards different 360-degree image mappings we show an example mapping in the following [4]:
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Figure 1 - Translation of ROI towards 2d image of 2 different projection formations
Figure 1 shows the example mapping of a Region of Interest (ROI) as projected to the user and its original content in from of an equirectangular image as well as a cube-map. The centre of the display is used as a centre for the view with the width and heights aligned with the Field of View (FoV) of the user. In this way if we move the centre of the image we can easily update the corresponding 2d representation of the two projections. Thus, we can have a universal representation of the ROI across different clients and representations with the same metadata.
3. Use cases: Directed and Undirected experiences with ROI
In terms of Use Cases one aspect of a generic projection agnostic ROI definition is that it easily allows directed and undirected viewing experiences and further to monitor such experiences. Whereas in undirected viewing experiences we simply want to have free movement in the 360-degree content, we still might need to monitor the current viewpoint of the user (e.g. for transmission of content or to store the movement of the user). On the opposite in a directed viewing experience, we would like to assist the user with a predefined viewpoint. This could be in case the user does not have a fully capable VR device (e.g. a TV screen or tablet), or to reproduce a specific predefined user experience. It could also be to assist the user by suggesting him a specific movement, in order to create a reproducible study setting. Furthermore, it allows to monitor the actual view of a user on a 2nd screen device. Overall in order to enable a directed/undirected view experience the following steps are necessary:
A. Enhance the ROI with time-specific information

B. Communicate the time-specific ROI from the client (undirected)

C. Communicate the time-specific ROI towards the client (directed)

4. Conclusions

This contribution describes the concept of a projection agnostic ROI description in the case of directed and undirected 360-degree viewing experiences. This can help to describe experiences of users but also assist to direct specific experiments to understand and evaluate the QoE of the users. With this contribution, we propose to add two chapters to the current VR feasibility study (TR 26.918)[1]:

I. Chapter to Explain Region of Interest (see 2. Region of Interest), 

· This could be added into chapter 4.2.5 (VR Video Systems), particularly offering more insides into mapping of projects (4.2.5.4)

II. Extending Use Cases with directed and undirected viewing experience (see 3. Use cases: Directed and Undirected experiences with ROI) 

· This could extend the use case 5.3 VR streaming. This is already aligned with the current Areas of investigation (5.3.2), 1a: “Field of view in response to user interaction, e.g., head movement”. 
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