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**************** BEGINNING OF MODIFIED CLAUSE *****************
4.3.4 Audio Rendering System
4.3.4.1 Audio Rendering System for Scene-Based Audio
In Scene-Based Audio (SBA), the rendering system is independent of the sound scene capture or creation. The sound scene rendering is typically performed on the receiving device and can produce real or virtual loudspeaker signals. The vector of loudspeaker signals S=[S1…Sn]T can be created by:
S=D.B

Where B is the vector of SBA signals B=[B(0,0)…B(n,m)]T and D is the rendering matrix for the target loudspeaker system.
More typically, for VR applications, the presentation of the audio scene is done binaurally over headphones. The binaural signals can be obtained through a convolution of the virtual loudspeaker signals S and a matrix of binaural impulse responses of the loudspeaker positions IRBIN.
SBIN=(D.B)*IRBIN
In VR applications, it is desired to rotate the sound-field relative to head-movement with low latency. Such a rotation can be applied through a multiplication of a matrix F to the SBA signals.
B’ = F.B
F = D.L
Where the matrix F is produced by multiplying the rendering matrix D with a matrix L. The matrix L consists of spherical harmonics of the loudspeker points rotated by the amount of the head movement.
For efficiency, the binauralized rendering matrix DIR =(D.F)*IRBIN can be computed ahead of real time processing.
**************** END OF MODIFIED CLAUSE *****************

