
3GPP TSG-SA4 Meeting #91

















S4-161221
24-28 October 2016, Bengaluru, India
	CR-Form-v11.1

	Pseudo CHANGE REQUEST

	

	
	26.957
	CR
	---
	rev
	-
	Current version:
	1.0.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	


	Proposed change affects:
	UICC apps
	
	ME
	
	Radio Access Network
	
	Core Network
	


	

	Title:

	Network Assistance for DASH

	
	

	Source to WG:
	 Sony Mobile Communications, Ericsson LM

	Source to TSG:
	SA4

	
	

	Work item code:
	FS_SAND
	
	Date:
	2016-10-18

	
	
	
	
	

	Category:
	B
	
	Release:
	Rel-14

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)

Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8
(Release 8)
Rel-9
(Release 9)
Rel-10
(Release 10)
Rel-11
(Release 11)
Rel-12
(Release 12)
Rel-13
(Release 13)
Rel-14
(Release 14)

	
	

	Reason for change:
	To extend the analysis of several aspects of the Network Assistance function, based on the resolution of comments noted on the 12 Oct. FS_SAND call.

	
	

	Summary of change:
	Revision of clause 6.4, including new sub-clauses 6.4.1.2, 6.4.1.3 and 6.4.1.4.

	
	

	Consequences if not approved:
	Incomplete understanding of use case #4 Network assistance for DASH.

	
	

	Clauses affected:
	6.4

	
	

	
	Y
	N
	
	

	Other specs
	
	N
	 Other core specifications

	TS/TR ... CR ... 

	affected:
	
	N
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	N
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	Highlighted text denotes changes compared to document S4-AHI648 that was presented to the MBS SWG Telco on FS_SAND on 12 October 2016.


----------Start of changed clause--------

6.4
Use Case # 4 Network Assistance for DASH

6.4.1
Use Case Description

6.4.1.0 Introduction

DASH clients typically perform rate adaptation based on their buffer fullness level, available representation rates and estimates of short-term future throughput. In a wireless network the throughput typically varies quite fast with time, while the client adaptation adjustment is relatively slow, leading to an estimation by the client that carries an error. Accumulated errors, and/or significant individual estimation errors can lead to buffer underrun and stalling of audio/video content playback during re-buffering. 

The use case for network assistance consists of providing the client with better estimates of the short term throughput so it can better adapt to the throughput and avoid stalling of audio/video playback. This would be a beneficial functionality when introducing MPEG SAND into the 3GPP wireless mobile network context. 

Based on the available media rates the network may assist the client with a recommendation of the highest suitable media rate for the next coming media download, i.e. a Recommended rate.

Further, to avoid buffer underrun, the network may also assist the client in situations with speeding up buffer filling where the buffer level is very low.
6.4.1.1 Network Assistance

The concept of network assistance is based on a general query/response approach. A video client may send a query for assistance, typically prior to a buffer filling occasion. Within the query message assistance information is provided, such as the available media rates and current media buffer status at the client. The network responses to the query with relevant information to the video client and the network may take actions to assist the video client to better QoE. The query/response procedure is repeated when the video client needs assistance, e.g. prior to a media segment download. The query/response procedure may be preceded with an initiation/authorization phase, e.g. at streaming session initiation in order to exchange initial parameters related to the client and/or media.

In the network response the network may assist the client with a recommended video payload rate. The recommended rate is only additional input to the rate selection algorithm in the client, and is the highest media rate the network recommends at this moment for good user experience. The recommended rate may take into account estimates of both radio link and transport link rates, radio quality and number of active users. It may consist of the estimated rate for the video application, if the bearer is shared with other services. It may also include network/operator policies aiming to restrict the rate. The recommended rate is neither enforced by the network, nor does the network make any commitment that the recommended rate will be honoured. How the information is gathered and relayed to the Network Assistance function is a subject for further study. 
The information needed to make this type of rate estimation of the available network throughput for next coming time period is only available in the network. The client or UE only has historic rate information from previous downloads, and this historic information may be many seconds old depending on when last download was made.
Since buffer level and start of video session are reported by video client the network may at certain instants consider temporarily increasing the priority of data transfer to the specific client. This is denoted a throughput boost, and is a short temporary increase of throughput in the network, e.g. in the beginning of a video session for improved time-to-play latency and/or when the buffer level is low and there is risk for video playout stalling. A throughput boost may be realized in the Access Network or in the Core Network. The network informs the client when throughput boost is performed, such that the client is not misled in available throughput, and the maximum media rate the client may use.

Control mechanisms may be implemented in the network and the video client to analyse the accuracy of provided network assistance information. The operator may choose to provide the boosting function in Network Assistance to trusted clients only.

6.4.1.2

Relationship between Network Assistance and media server communication

From server and network perspectives, the Network Assistance communication is independant from the media server communication; the MPD and the media content are routed in a path that is separated from the Network Assistance communication. The media client will provide the necessary information, such as available media rates and buffer level, to the Network Assistance function. The media server does not need to be aware of the Network Assistance function. The client will however utilise the Network Assistance function to make better choices for the requests directed to the media server.

The Network Assistance functionality is based on a general query/response approach, whereby the client may request Network Assistance in order to receive real-time assistance information on a recommended media rate from the network perspective. Hence, after an initiation process that may include client authentication and authorisation, the client may at any time send a Network Assistance query. This process is independent of the client communication with the media server.

Figure <na> depicts the generic sequence of streaming client interaction with a media server and network entity when launching a streaming session including Network Assistance. Here it is assumed that the client has already been authenticated and authorised (if necessary) to use the Network Assistance function.

[image: image1]
Figure <na>: Generic sequence diagram for streaming session launch including Network Assistance

Typically the available data throughput in a cellular network will vary over time, and the client may have only historical throughput information. However, the Network Assistance function may provide information about the suitable media rate for a coming time period. The sequence step “Network Assistance: Predict bandwidth” utilises inputs from the Network to help determine the most appropriate bandwidth version for the “Rate selection” step. The inputs from the Network could be, for example, information from the RAN layer, or information relating to MNO subscriber or service management, or traffic management policies. No mandatory method for the determination of appropriate bitrate is envisaged.
Regarding the time between Network Assistance queries it can be noted that a client algorithm for media rate selection is implementation-specific. A client algorithm implementation could include sending a Network Assistance query prior to a buffer filling operation. Since the client will have the opportunity to select media rate on a segment-per-segment basis, the segment length could give an indication with respect to the shortest expected time between two network assistance query messages from the same client. Client implementations may in certain use cases and/or client implementations conduct multi-segment downloads, where the client media buffer is filled with multiple segments in one download operation. In such implementations it is reasonable that a Network Assitance query is sent only upon each multiple segment download operation, significantly extending the time between each query. 

Further, regarding the network load impact by the Network Assistance messages it can be noted that the amount of data traffic transmitted as Network Assistance query/response messages will be insignificant in relation to the amount of data traffic transmitted as video content.

6.4.1.3
Architectural considerations

The Network Assistance function complies fully with the architecture described in clauses 5.1 and 5.2, for the integration of Network Assistance in PSS and OTT streaming services respectively. The function “Network Assistance Server” corresponds to the DANE entity in SAND. The generic “client” corresponds to the PSS DASH client, and the generic “server” corresponds to the PSS DASH Server in the PSS architecture.
As regards architecture in the 3GPP RAN context, the present document does not intend to imply any particular approach, since this aspect is out of scope of the present document. Various architectural approaches to integrating Network Assistance are possible. One possible architectural approach is that the Network Assistance function is implemented as a DANE, in turn implemented as an additional Local Breakout Function software component in the eNB. Figure <nb> shows this possible approach applied in an adaption of the previously depicted generic sequence diagram. Here the Network assistance DANE functionality terminates the user plane Network Assistance messages. The media segments are routed separately from the Network Assistance signalling. The logical entity of PSS Server corresponds to the combination of the DASH Server and the out-of-band DANE hosted in the eNB. 
In this example architecture, the DANE provides Network Assistance for clients registered with that eNB. If a client moves to another eNB then the DANE in that eNB will provide Network Assistance.

[image: image2]
Figure <nb>: Streaming session launch sequence diagram in example RAN architecture

With this approach no new network entities or functions and no new RAN nor core network interfaces are required to be defined.
6.4.1.4

UE considerations

6.4.1.4.1
Mitigation of unwarranted usage of the Network Assistance function

In theory a UE could try to take unfair advantage of the Network Assistance function by continually requesting buffer-refill boosts to increase the delivery throughput of an ongoing session. This is certainly a valid concern if the Network Assistance function were to be made available for download-type services, but this scenario should not occur for streaming-type services, as foreseen in the present use case, since the content is being stored only in a streaming playback buffer, i.e. a transient cache whose size is commonly kept to a minimum size that enables sufficient contingency for temporary delays in fetching content segments. Hence once this buffer is full there is no advantage to accelerate the fetching of the next segment. Further, network infrastructure could recognise such repeated needless requests for boosts and mitigate them quite easily. Furthermore, the UE could be subject to certification against a compliance regime that includes testing of its Network Assistance client functionality, before being authorised to access this feature in a real service.

6.4.1.4.2
UE access to the Network Assistance function

As is generally the case with SAND-related UE functionality, as described in clause 5, access to the Network Assistance function in the UE could be realised flexibly, and via any of the approaches listed in clause 5.
6.4.2
Recommended Requirements and Working Assumptions

For further study.

6.4.3
Gap Analysis w.r.t. Existing 3GPP Technologies

For further study.

6.4.4
Potential Solutions including Relevant SAND Functionality

Network Assistance may be realized using SAND with a DANE function for network assistance. The network assistance function may be provided by an out of band DANE, and can be applied also together with encrypted video traffic. The Network Assistance function does not depend on detecting or reading media segments or the MPD, see figure 6.4.4.1. 


[image: image3]
Figure 6.4.4.1 Network Assistance provided as an out-of-band DANE 

The Network Assistance DANE may also be provided in combination with DANE’s handling the media, see figure 6.4.4.2.


[image: image4]
Figure 6.4.4.2 Network Assistance provided as an out-of-band DANE in an architecture with DANE’s handling media

Figure 6.4.1.2 shows a potential technical solution describing how the client is authorized to use Network Assistance, if necessary to do so, and how the client derives the address to the Network Assistance function. Once the 3GP-DASH client has information about the address to the Network Assistance function the communication between 3GP-DASH client and Network Assistance function can be transferred as user plane data. When the client is authorized (if necessary), the client queries the network for assistance. This may be repeated for every segment download.
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Figure 6.4.1.2. Sequence for Network Assistance between the media client and the network

1. Client requests download of MPD from media server

2. Client makes a DNS lookup of a default Authentication/Authorization server address

3. Client requests to be authorized and authenticated for use of Network Assistance service

4. AA server responses with a Network Assistance function address

5. Client queries assistance from the Network Assistance function

6. Network responses with assistance information

7. Client downloads media segments from the media server

Note 1: Steps 2-4 may also be performed before step 1.
Note 2: Steps 5-6 are repeated when the media client needs assistance, e.g. before every segment download.
The sequence depicted above is meant to be generic and rather hypothetical. It is not intended that any new or special authentication or authorization process is deployed just for network assistance, rather authentication and/or authorization may be performed according to the requirements of the service being delivered. Authentication/authorization for network assistance may also be granted by the DANE directly. It is also possible to make the UE aware of the location of the AA server, if required, and NA server, well in advance of the UE actually needing to request network assistance. For example, this information could be pre-configured or made known to the UE when the streaming service is launched on the UE, e.g. via OMA Device Management.
6.4.5
Simulation and Test Results
To verify the need for network assistance, simulations and lab tests are performed with and without the network assisting the client in rate adaptation. The simulations are made comparing two different client rate adaptation algorithms with a Network Assistance Rate Adaptation algorithm, NARA. The first client algorithm is based on client throughput measurements, where the media rate for the next segment download is selected based on the average throughput of the three last downloads. The second client algorithm is based on client buffer fill level, where the media rate is gradually increased with the increase of buffer fullness. The lowest media quality is selected when the buffer fullness is 30% or lower, while the highest media rate is selected when the buffer fullness is 80% or higher. The NARA algorithm is based on network throughput estimations of the next-coming period. 

The simulations were made streaming a video session of 120 seconds long and with media segment length of 10 seconds, while the lab tests were made streaming a video session of 60 seconds long and with media segment length of 2 seconds.

[image: image7]
Figure 6.4.5.1 Buffer filling strategy used for all rate adaptation algorithms

Figure 6.4.5.1 shows the buffer filling strategy in the video client in the simulation case, but the principle is the same in the lab tests. The maximum buffer level is 3 media segments, i.e. 30 seconds, and the video playout starts when the buffer is filled with one media segment, i.e. 10 seconds of video. While playing the video, the client continues to fill the buffer up to 3 media segments. The downloading of media segments is paused until 2 media segments remain in the buffer and a new segment is downloaded. The maximum buffer level is not reached due to one media segment is always playing.
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Figure 6.4.5.2 Simulations of average re-buffering time (30s buffer, 10s segments)

Figure 6.4.5.2 shows the average re-buffering time, i.e. the audio/video stalling time, over an increase of number of video users in a cell. These LTE system simulations were made in a 3GPP case 1 scenario, with a UE speed of 3 km/h and an inter-site distance of 500 m with 9 cells in total. There is also web-traffic in the background to create a mixed traffic scenario. 

With increased load (number of video users /cell) and non-assisted rate adaptation, the average re-buffering time increases linearly, while with use of NARA - the average re-buffering time increases much more slow.


[image: image9]
Figure 6.4.5.3 Lab test with video clients using a client throughput based algorithm and a client using network assistance

Figure 6.4.5.3 shows results from tests made in a LTE lab environment comparing  a client throughput based algorithm and a client using network assistance, taking the average of 10 repetitive tests. Web traffic in the background and varying link quality corresponding to a UE speed of 3 km/h was used. The tests are made to evaluate if a throughput based client rate adaptation algorithms can make quicker decisions if it selects the media rate for the next segment download based on the average throughput of only the last media segment download. It may be seen in the top graph that the client still does not have the latest information of link throughput, and more re-buffering will occur when the link throughput decreases more rapidly compared to using the rate information with network assistance.    


[image: image10]
Figure 6.4.5.4 Throughput boosting to fill buffer at low buffer levels

As shown in Figure 6.4.5.4, throughput boosting (temporary increase of network throughput for this client) may be used in certain occasions to speed up the filling of the client buffer. In the beginning of the session throughput boosting may be used to shorten the time to playout, giving a better experience for the user. During the video session it may happen that the buffer level is very low due to large changes in the link throughput, and to avoid stalling of the video playout throughput boosting may be used to quickly re-fill the buffer to a certain level. When the network applies the throughput boosting the client should be informed, in order to not cause the client to be misled in available link throughput which may lead to that the client makes an erroneous media rate selection when the throughput is back to normal again, without boost, and selects a higher media rate than suitable for the next segment download. It should also be combined with a limit in allowed media rate not to cause unnecessary load.   

EDITOR’S NOTE: Further clarifications requested on the relationship between the network assistance information and what is already available in the UE based on application, transport and radio-level througput estimates within the UE

----------End of changed clause--------
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