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Summary

The reasons for enabling diegetic (head-tracked) and non-diegetic (non-head-tracked) rendering of sounds, has been discussed at the last meeting SA4#89 in Kista. The metadata to control the rendering is described in the current draft TR conceptually.


The use case described below addresses a common practice in content creation and is applicable to audio as well as to video. It is important to enable a VR system to deliver VR experiences that are competitive by enabling a level of immersion that at the very least can match, but preferably can exceed the immersion provided by plain A/V (non-VR) content offerings.
Simultaneous diegetic and non-diegetic rendering

Some media elements of a scene (certain sounds or parts of the video) are rendered non-diegetic i.e independently from head-tracking, and other elements of the scene are rendered diegetic i.e. based on head-tracking.
Proposal

We propose the inclusion of the use case into the TR in order to address content creators’ demand for the ability to have both head-tracked and non-head-tracked elements in a scene.
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