Page 1

[bookmark: _GoBack]3GPP TSG SA4#89 meeting	S4-160700
Kista, Sweden, 27 June - 1 July, 2016

Agenda item: 	10.6
Source: 	Huawei Technologies Co Ltd
Title: 	On Use-Cases for Virtual Reality
Document for	Discussion & Agreement
___________________________________________________________________
1	Summary
In this document the source concludes that there is a need to take a holistic view of the video and audio capabilities when it comes to defining realistic use-cases for a 3GPP Virtual Reality (VR) system. It is clear that audio and video/graphics technologies, and their integration for VR, are still somewhat immature and so, whilst it’s very tempting to consider the audio technologies and video and graphics technologies in isolation and to envisage use-cases from an idealistic point of view, this may not be the most useful approach. In the view of the source, what seems more important therefore in 3GPP is to investigate the intersections between the appropriate capabilities of the audio and video and audio and graphics technologies when arriving at the use-cases.
Some text for inclusion in the TR [4] is proposed.
2	Introduction
In this document the source reflects on the discussions in SA4#88, where the audio and video components of VR were considered somewhat independently.
The WID defines Virtual Reality as…
…the ability to be virtually present in a non-physical world created by the rendering of natural and/or synthetic image and sound correlated by the movements of the immersed user allowing [them] to interact with that world. 
Whilst it’s very tempting to consider the audio technologies and video and graphics technologies in isolation for the VR use-cases because that fits better with the current structure of the SA4, what seems more important to the source are the intersections between capabilities between available audio and video and audio and graphics technologies that are able to simultaneously deliver the images and sound correlated to the movements of the immersed user.
3	Degrees of freedom of the User
Considering the VR application space it can be divided by the freedom or opportunity with which users can interact with the “non-physical world”. 
1) A single observation point (or a series of single points under producer/user control)
2) Continuously varying observation point under user control
3.1	Single observation point
As a minimum, VR users should be able to look around from a single observation point in 3D space defined by either 
a) a producer (in the case of movie/entertainment content) or 
b) the position of a capturing device(s) (in the case of live content). 
This ability to look around [and listen] from a point in 3D space is usually described in terms of the 3 degrees of freedom; pitch, roll and yaw but it’s worth noting that this point in space isn’t necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user the 3 degrees of freedom.
360 degree video content captured in this way is widely available and when combined with simultaneously captured High Order Ambisonic (HOA) audio pick-up, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR) [2], many and varied interesting VR applications can be enabled. MPEG-H 3D Audio [2] is fully capable of meeting the needs of this level of VR now.
Most currently available movie content also features 360 degree view video with the audio component making use of multi-channel audio combined with binaural rendering.
3.2	Continuously variable observation point
This represents the ultimate goal for VR Systems where users are able to look around from observation points in 3D space and to move within that space under their own control with apparently full freedom. To achieve this apparent full freedom of movement it’s necessary to add translational movement at least in a horizontal plane to the 3 degrees of freedom; pitch, roll and yaw above.
Such translational movement through the virtual space is very likely to be, but doesn’t necessarily need to be, constrained to be consistent with conventional movement (walking in any direction in a horizontal plane, bending down etc.) - although for it to appear convincing to the user such consistency may be desirable. As a consequence, it is likely that not all of any 3D space is going to be reachable as an observation point by the user, as would be the case in the real world i.e. between ~0.15m and ~1.8m from the floor on which the user is standing.
Point cloud modelling provides a basis for the video component of a truly variable observation point VR but, although audio component solutions exist, a harmonized combination of the two which is capable of realistically matching the audio to that image is still a fruitful research topic [3]. MPEG-H 3D [2] Spatial Audio Object Coding (SAOC) combined with adaptive binaural rendering represents an example of a technology which comes close to fulfilling the audio requirements however gaps in the technology remain. For example, the complexities of matching the Doppler of the sources with any movement of the observer and adaptively varying the BRIR acoustics to remain consistent with the environment around the user and those of the path between the user and the source, for each and every source, including shadowing when mobile objects in the scene come between source and listener seem far off. 
Based upon the above, it therefore seems likely that in the near-term such full movement will be constrained and under the control of a content producer who is able to take care of these acoustic effects.
4	Recommendation
At least for the present, it seems most appropriate to the source for SA4 to concentrate on applications allowing VR users to be able to look around [and listen] from a single observation point, or set of observation points, in 3D space. It also seems reasonable to focus on coincidently captured HOA or multi-channel mixed and produced audio.
5	Text Proposal
It is proposed that text from this contribution should be used as the basis for some text of the Draft TR 26.918 [4]. 
Subclause 5.1 – General Overview [to the Use Cases Clause 5]
Subclause 5.1.1 - Introduction
Final Paragraph of section 2 Introduction and text under section 3 heading.
Subclause 5.1.2 - Single observation point
Text of section 3.1.
Subclause 5.1.3 - Continuously variable observation point
Text of section 3.2.
Subclause 5.1.4 – Background to the Use Cases
In surveying the available technologies for VR in compiling this TR, it seems most appropriate to concentrate on those applications and use cases which allowing VR users to be able to look around [and listen] from a single observation point, or set of observation points, in 3D space. It also seems reasonable to focus on coincidently captured HOA or multi-channel mixed and produced audio.
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