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1. Introduction
The Study Item description on FS_VR Virtual Reality as agreed in SA_160512 includes the following objectives:
· Analysing the different technologies and equipment in place that provide a Virtual Reality experience
· Collecting the associated use cases and identifying the 3GPP services they map to
· Analysing and identifying the media formats (including audio and video), interfaces and delivery procedures between client and server required to offer such an experience
· Conducting subjective tests so as to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience
· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation
· Investigating audio-visual synchronisation strategies to mitigate latency differences between audio and video rendering if identified needed

· Drawing conclusions on potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.
This document provides a discussion on the mobility streaming aspects of VR services, therefore relating to points 2, 3 and to some extend 5 above, with reference to the linear  VR use case described in SA-160324, where the viewer is able to control their viewport but not change the experience.
2. Requirements for streaming VR services

The requirements for streaming VR services can be broken down in two classes as mentioned below.
2.1. User requirements
Users require the experience of “immersion” in the virtual world. This means receiving a high quality stream and a low end-to-end latency. There is some consensus that high quality stream requires a 4K Field-of-View (FoV), a frame rate of at least 60fps (even better 90fps) which with the current coding standards translates to a bitrate of 15-60Mbps, only for streaming the FoV. It has been estimated that end-to-end latency needs to be lower than 20ms, which means even lower latency for the delivery/streaming part.
2.2. Content provider requirements
Content providers aim at optimizing the way in which their services are delivered. Two factors that affect this optimization are low bandwidth usage and scalability. In particular scalability is of great importance: to be able to serve a scale of a small to a great amount of users, independently from the location (fixed or mobile) and from the device used. To realise this, VR content distribution should be stateless and use existing delivery standards.
3. Delivering VR services
The following figure pictures the end-to-end delivery chain for VR services:
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Figure 1: End-to-end delivery chain for VR services

In this document, we focus on the Mobile Delivery / Streaming aspects of the end-to-end chain.
3.1. Existing 3GPP services that could be used to deliver VR

In this document, we focus on the Mobile Delivery / Streaming aspects of the end-to-end chain. 
Looking at the content provider requirements, and in particular at scalability, using 3GP-DASH seems to be a good option: this will allow the content provider to produce the content once and make it available on both mobile and fixed platforms supporting either 3GP-DASH or MPEG DASH for example.
Furthermore, for the delivery of live VR services, eMBMS might be used, thus taking advantage of the broadcast/multicast capabilities when needed.
However we notice that the bandwidth requirements for delivering such VR services, especially for the on-demand (non-live) case, are still consistent if the experience of immersion has to be provided to the user.

3.2. Possible enhancements to 3GPP to fulfill the requirements
3.2.1. Including SRD to 3GP-DASH
To reduce the bandwidth requirements without sacrificing the quality needed by the user, 3GPP might consider incorporating SRD in its 3GP-DASH standard. Spatial Relationship Description (SRD) is a recent feature standardized by MPEG DASH in 23009-1_AMD2. This feature extends the Media Presentation Description (MPD) specified in part 1 of MPEG DASH by describing spatial relationships between associated pieces of video content. This provides DASH clients with the possibility to select and retrieve only those video streams at those resolutions that are relevant for the users watching the video.
During the MPEG meeting 115 of May 2016, there have been many contributions suggesting the use of the SRD feature for streaming VR services. In fact, in VR, the user is interested, at any moment in time, only in one small subset of the full 360-degree stream, limited by the field of view of the VR headset in use (which currently is around 100 degrees horizontally), and eventually the human eye vision (up to 270 degrees). Furthermore, only the central part of this field of view in focus might need the highest quality, while the peripheral parts of the field of view might be presented with lower quality streams.

Hence, by producing different quality layers for the VR content, and by dividing each quality layer in spatial subparts, the streaming client obtains the flexibility to download different spatial subparts at different qualities and provide the user with a high quality experience while minimizing bandwidth usage.

For example, if the VR content is offered in 2 quality layers, the client might stream the user’s field of view at the highest quality and the full 360 degrees video at the lowest quality (Figure 2). Streaming the full 360 degrees at the lowest quality can be useful to avoid the “black screen” effect when the user changes her view point, as there will still be content to be shown to her.
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Figure 2: Using MPEG SRD for streaming VR services

3.2.2. Effects on the 3GPP delivery infrastructure of including SRD to 3GP-DASH 
Using SRD as outlined by the MPEG experts provides advantages especially in the case of on-demand video, to be delivered to the mobile users via unicast.

However, it should be noticed that SRD might offer an additional advantage specific to 3GPP when the delivery of special subparts is applied to eMBMS. Namely, the option of making different multicast groups for specific special (sub)parts might be considered.

For example, the  full 360 degrees video might be delivered to all participating users via a dedicated eMBMS channel, while the higher resolution special subparts to be used for the user’s FoV might be delivered via alternative eMBMS multicast channels or via unicast, depending on the demand.

This approach might reduce the bandwidth needed for streaming live VR services even further.
4. Conclusions
This document presents the possibility of extending 3GP-DASH with the SRD functionality, and it is meant for spurring discussion within the context of the Feasibility Study around Virtual Reality.
If SRD is to be considered for 3GPP services, important aspects that would need examination relate on one end to the ability of the UEs to receive and decode potentially multiple streams, and on the other end to the availability of methods for synchronising streams received from different channels (different eMBMS multicast channels or unicast channels).
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