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1. Introduction

This document reviews VR audio from the perspective of what is used in today’s content production, services and devices. The audio workflow and the different types of audio formats relevant for VR are outlined. Finally, previously missing use cases are proposed.
1.1. VR experiences today
In the following the two basic categories of VR applications today and their characteristics are outlined. It should be clear that there are forms of VR experiences that do not fall 100% in either category, but for identifying additional use cases it seems helpful to list the categories as they exist today.

1.1.1. Cinematic VR/ 360 video: 

· Linear story

· Rotational motion (three degrees of freedom - 3DOF), but no translator movement within scene (other than cam position selection)

· Post-produced 

· Media content downloaded or streamed to device

· Video: 360° mono or stereoscopic video, projected

· Audio: Channel-based, Scene-based, rendered by player application

· Hardware: Mobile devices, VR glasses, headphones or smartphone speakers

· Consumption: 2D VR (Desktop-VR) or on HMD 

· Examples: Gear VR, LG 360 VR, Google Cardboard/Daydream with content from Youtube360, Facebook, Milk VR, VRSE

1.1.2. Gaming VR: 

· Highly-interactive

· Translatory and rotational motion (6 degrees of freedom - 6DOF)

· Media content packaged with application 

· Video: CGI rendered in client, stereoscopic

· Audio: channel-based, scene-based, object-based, rendered by audio middleware engine
· Hardware: PC/Mac, tethered HMDs, Headphones or Loudspeakers

· Consumption: HMD 
· Examples: HTC Vive, Playstation VR, Oculus Rift with content from corresponding stores
Note that for gaming scenarios a complex geometric model of the scene is required. This model data is streamed to the client as it is done in game applications. The game engine uses the model data to feed a renderer to generate the audio-visual scene. Such use cases fall outside the scope of the study item. 
2. Audio systems

2.1. Content production workflow
The following figure depicts the basic workflow for content creation and delivery for VR today.
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2.2. VR Audio production formats

	Signal type
	Examples 

	Channel-based audio
· Mixes or mic array recordings for a specific loudspeaker layout

· Stereo, 5.1, 7.1+4
	Full Mix  - Non-diegetic

Music  - Diegetic or non-diegetic
Reverb - Diegetic

	Object-based audio
· Audio elements with positional metadata

· Direct rendered to target speaker layout or headphones
	Narrator (off scene) - Non-diegetic

Helicopter - Diegetic

	Scene-based audio 

· First-order Ambisonics/B-format 

· Higher-Order Ambisonics (HOA)
	Crowd in sports - Diegetic
Music - Non-diegetic



Note, that all signal types can describe 3-dimensional audio as necessary for an immersive VR experience. All signal types require audio metadata for control of the rendering: 

· Virtual channel layout, 

· Type of Scene-Based normalization scheme and Ambisonics coefficient ordering,
· Object properties, e.g. position in space, 
· Diegesis, i.e. change upon head-tracking or steady with respect to the head
3. Proposed use cases 
The following use cases are proposed to consider in the draft TR for the FS_VR study item.
3.1. User generated 360 video and audio recording
Anne is attending a live concert and likes to share her experience with her friends. Anne uses a handheld 360° camera that captures 360° video and spatial audio (e.g. LG360 cam, Samsung Gear 360, Ricoh Theta S). Anne uploads the content to a media store and shares a link with her friends. 

Her friend Ben downloads and plays the recording on his VR glasses, connected to the smartphone using headphones. He can turn his head to see the crowd or the stage. He hears the sound from the band and the crowd from the corresponding locations and also Anne’s voice commenting the show.
The use case applies to DASH delivery.
3.2.  User generated live streaming - “See what I see” 
Anne is attending a live concert and likes to share her experience with her friend Ben. Anne uses a smartphone with an integrated 360° camera. The phone uses multiple microphones with post-processing for immersive audio. 
Ben accepts the incoming stream and consumes the concert on his smartphone using headphones. He can turn the phone to see the crowd or the stage. He hears the sound from the band and the crowd from the corresponding locations and also Anne’s voice commenting the show.
The use case applies to DASH delivery and MBMS.

3.3. Videoconferencing with 360 video
Anne is holding a video conference call with her team from her home office. The team is located in a meeting room around a 360 camera (e.g. Polycom CX5100). A microphone array is located on top of the camera to capture spatial sound. The conferencing application on her tablet shows a section of  the 360°-view of the conferencing room. On voice activity, the camera shows the person currently talking. Anne can swipe the image to look into any direction in the conference room.

Anne is wearing a stereo headset. She can clearly localize the voices of all participants. The sound scene rotates as she swipes the screen keeping the sounds and images spatially aligned.

When Anne talks to her team, the speech signal is played back with low latency from an integrated speaker located below the camera.
4. Conclusion

The source proposes inclusion of Chapter 2 into the draft TR section 4.3 of the FS_VR study item. Furthermore, new use cases in chapter 3 are proposed for inclusion in the TR.
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