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1 Introduction
A new work item on "Improved Streaming QoE Reporting in 3GPP Services and Networks" is defined in S4-160082 and was approved during SA#87. One of the objectives of this work item is to introduce new metric named video MOS defined in ITU-T, e.g. the ongoing project P.NATS to have unified performance evaluation result. This proposals introduces the video MOS evaluation model, briefs the ongoing work status of P.NATS in ITU-T, analyzes the gap between ITU-T P.NATS work and SA4 PSS for the support of video MOS.
2 Discussion

Objective Assessment Model of P.NATS
ITU-T P.NATS project ([1] and [2]) will develop the objective assessment model for progressive download and adaptive type media streaming. It supports both the OTT and operator managed video service. The supported protocol scope includes HTTP/TCP/IP, RTMP/TCP/IP, HLS/HTTP/TCP/IP, and DASH/HTTP/TCP/IP. It supports 3GPP, MP4 and other file format, and the model is agnostic to the type of file format. 
It will support sequence duration of 60sec to 5min for quality evaluation. The supported video resolution is 240p, 360p, 480p, 720p and 1080p, 2K, 4K. The supported frame rate range is 8 to 50fps.
The current working model agreed in P.NATS project is depicted in figure 1.
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Figure 1: Building blocks of the P.NATS model

As shown in Table 1, P.NATS will support 4 modes. 
Table 1 Different modes defined in P.NATS
	Mode
	Encryption
	Input

	0
	Encrypted media payload and media frame headers
	Meta-data

	1
	Encrypted media payload
	Meta-data and frame header information

	2
	No encryption
	Meta-data and up-to 2% of the media stream

	3
	No encryption
	Meta-data and any information from the video stream


The P.NATS model will receive media information and prior knowledge about the media stream or streams. The model receives the following input signals regardless of the mode of operation:

· I.GEN: display resolution and device type

· I.11: audio coding information
· I.13: video coding information
· I.14: Stalling events
The input agreed by ToR of P.NATS is provided in Table 2 below.
	ID 
	Description
	Values
	Frequency
	Modes available

	I.GEN
	

	0
	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	Per media session
	All

	1
	The device type on which the media is played
	pc or mobile
	Per media session
	All

	I.11
	

	7
	Target Audio bit-rate 
	Bit-rate in kbps.
	Per media segment
	All

	8
	Segment duration
	Duration in seconds
	Per media segment
	All

	9
	Audio frame number
	Integer, starting with 1
	Per media segment
	1,2,3

	10
	Audio frame size
	Size of the frame in bytes
	Per audio frame
	1,2,3

	11
	Audio frame duration 
	Duration in seconds
	Per audio frame
	1,2,3

	12
	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	Per media segment
	All

	13
	Audio sampling frequency
	In Hz
	Per media segment
	All

	14
	Number of audio channels
	2
	Per media segment
	All

	15
	Audio bit-stream
	Encoded audio bytes for the frame
	Per audio frame
	2,3

	I.13
	

	16
	Target Video bit-rate
	Bit-rate in kbps.
	Per media segment
	All

	13
	Video frame-rate
	Frame rate in frames per second.
	Per media segment
	All

	14
	Segment duration
	Duration in seconds
	Per media segment
	All

	15
	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	Per media segment
	All

	16
	Video codec and profile
	One of: H264-baseline, H264-high, H264-main

	Per media segment
	All

	17
	Video frame number
	Integer, starting at 1, denoting the frame sequence number in encoding order.
	Per video frame
	1,2,3

	18
	Video frame duration
	Duration of the frame in seconds
	Per video frame
	1,2,3

	19
	Frame presentation timestamp
	The frame presentation timestamp
	Per video frame
	1,2,3

	20
	Frame decoding timestamp
	The frame decoding timestamp
	Per video frame
	1,2,3

	21
	Video frame size
	The size of the encoded video frame in bytes
	Per video frame
	1,2,3

	22
	Type of each picture
	“I” or “Non-I” for mode 1
	Per video frame
	1,2,3

	23
	Video bit-stream
	Encoded video bytes for the frame
	Per video frame
	2,3

	I.14
	

	22
	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)
Note: This is 0 for initial buffering.
	Per buffering/ stalling event
	All

	23
	Event duration
	The duration of the buffering/stalling event in seconds.
	Per buffering/ stalling event
	All


Table 2: I.11, I.12, I.13 and I.14 inputs description.
The P.NATS model outputs are as follows:


· O.21: Audio coding quality per output sampling interval
· Multiple segment scores provided per session and on a 1-5 quality scale.

· O.22: Video coding quality per output sampling interval
· Multiple segment scores provided per session and on a 1-5 quality scale.

· O.23: Perceptual buffering indication
· Single score on a 1-5 quality scale for the session.
· O.34: Audiovisual segment coding quality per output sampling interval
· Multiple segment scores provided per session

· Window-size same as for/synced with O.21, O.22

· O.35: Final audiovisual coding quality score
· Single score for the session, on a 1-5 quality scale
· Includes aspects of temporal integration
· O.46: Final media session quality score

· Single score for the session, on a 1-5 quality scale
· Includes initial buffering and stalling aspects.

The algorithm for each output is under development in ITU-T SG-12 P.NATS project now.
Analysis for the support of P.NATS
Supported Mode
For operator managed streaming service, media information, prior knowledge about the media stream and/or stream is visible to the operator, which mode can be configured by the operator. The exact mode selection is the tradeoff between quality assessment accuracy and processing complexity.
For OTT streaming service, stream information is not visible to the operator any more especially if HTTPs is in place. Mode 1 to 3 does not apply to OTT streaming service any more.
It is proposed to introduce Mode 0 for both OTT and operator managed streaming service. Other Mode is FFS.
Supported Input parameter
In order to support Mode 0 quality assessment, the required parameter is listed in Table 3 below.
	ID 
	Description
	Values
	Frequency
	Modes available

	I.GEN
	

	0
	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	Per media session
	All

	1
	The device type on which the media is played
	pc or mobile
	Per media session
	All

	I.11
	

	7
	Target Audio bit-rate 
	Bit-rate in kbps.
	Per media segment
	All

	8
	Segment duration
	Duration in seconds
	Per media segment
	All

	12
	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	Per media segment
	All

	13
	Audio sampling frequency
	In Hz
	Per media segment
	All

	14
	Number of audio channels
	2
	Per media segment
	All

	I.13
	

	16
	Target Video bit-rate
	Bit-rate in kbps.
	Per media segment
	All

	13
	Video frame-rate
	Frame rate in frames per second.
	Per media segment
	All

	14
	Segment duration
	Duration in seconds
	Per media segment
	All

	15
	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	Per media segment
	All

	16
	Video codec and profile
	One of: H264-baseline, H264-high, H264-main

	Per media segment
	All

	I.14
	

	22
	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)
Note: This is 0 for initial buffering.
	Per buffering/ stalling event
	All

	23
	Event duration
	The duration of the buffering/stalling event in seconds.
	Per buffering/ stalling event
	All


Table 3: I.11, I.12, I.13 and I.14 inputs description for Mode 0.
TS26.247 ([3]) develops QoE metrics used for quality evaluation, in order to support video MOS calculation by 3GPP system. The mapping and check between TS26.247 and P.NATS are provided below.
Table 4 mapping between QoE metrics defined in 26.247 and input in P.NATS model for video stream
	Video Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	remark

	Description
	Value
	Metric
	Description
	

	Target Video bit-rate
	Bit-rate in kbps.
	Mpdinfo
	Provides the MPD information for the representation or subrepresentation identified by representationid and subreplevel, if present. 
Related attributes:
@bandwidth, @width, @height, @duration, and @codecs.
Note: codec attribute includes video codec profile information and video frame rate information
	Target Video bit-rate has been supported by @bandwidth attribute.
Video frame-rate and Video codec and profile have been supported by @ codec attribute.
Segment duration has been supported by @duration attribute.
Video encoding resolution has been supported by  @width and @height attributes.

	Video frame-rate
	Frame rate in frames per second.
	
	
	

	Segment duration
	Duration in seconds
	
	
	

	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	
	
	

	Video codec and profile
	One of: H264-baseline, H264-high, H264-main


	
	
	


Table 5 mapping between QoE metrics defined in 26.247 and input in P.NATS model for audio stream
	Audio Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	remark

	Description
	Value
	Metric
	Description
	

	Target Audio bit-rate 
	Bit-rate in kbps.
	Mpdinfo
	Provides the MPD information for the representation or subrepresentation identified by representationid and subreplevel, if present. 
Related attributes:
@bandwidth, @duration, and @codecs.
Note: codec attribute includes audio codec profile information, audio sampling frequency and Number of audio channels information
	Target Audio bit-rate has been supported by @bandwidth attribute.
Audio codec, Audio sampling frequency and Number of audio channels have been supported by @ codecs attribute.
Segment duration has been supported by @ duration attribute.

	Segment duration
	Duration in seconds
	
	
	

	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	
	
	

	Audio sampling frequency
	In Hz
	
	
	

	Number of audio channels
	2
	
	
	


Table 6 mapping between QoE metrics defined in 26.247 and input in P.NATS model for stalling
	Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	remark

	Description
	Value
	Metric
	Description
	

	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)

Note: This is 0 for initial buffering.
	InitialPlayoutDelay 
	The playout delay for media start-up is measured as the time in milliseconds from the time instant of DASH player receives play-back-start trigger to the instant of media playout.

If the MPD has been delivered earlier before the user clicks, it may include the process time of MPD, the fetch time of some media segments which are required for media presentation, the process time of segments, and the time for media decode and render to the user.

If no MPD has been fetched earlier, it also needs to add the fetch time of MPD.
	It is only for initial buffering delay event

	Event duration
	The duration of the buffering/stalling event in seconds.
	Play List
	A list of playback periods. A playback period is the time interval between a user action and whichever occurs soonest of the next user action, the end of playback or a failure that stops playback.
	For the buffering event afterwards


The buffering event defined in P.NATS includes initial buffering and stalling information. Initial buffering delay in P.NATS is defined as the start time of the buffering/stalling event in seconds relative to the start of the original video clip and can map to the ‘InitialPlayoutDelay’ in 26.247.
For stalling information, P.NATS model requires the start time and end time of a stalling event. In TS26.247, QoE metric ‘Play List’ logs a list of playback periods of continuous delivery triggered by a user action (e.g., play, seek or resume action) till the stop of playout either due to re-buffering event, a user action, the end of the content, or a permanent failure. The stalling duration can be derived through those collected logged information.
As shown in Figure 2, the ‘Play List’ logged information includes T1,T2,T3, and T4 with associated information. The re-buffering duration equals to T2-T1.
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Figure 2: Logging information in Play List
Table 7 other input for P.NATS
	Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	Remark

	Description
	Value
	Metric
	Description
	

	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	N/A
	
	It is not specified in TS26.247. For operator managed streaming service, it may be obtained via other way, which is outside of scope. For OTT streaming service, the enhancement of QoE metrics is required.

	The device type on which the media is played
	pc or mobile
[screen size]
	N/A
	
	No need to specify since mobile is the default device in 3GPP.


Based on the above analysis, required inputs I.11, I.12, I.13 and I.14 for P.NATS are supported by QoE metrics in TS26.247 already. I.GEN input for P.NATS may require enhancement to TS26.247.
Calculation of A/V MOS estimation
The PSS client collects required metrics and reports it to the PSS server. The PSS server calculates A/V MOS using the model developed in P.NATS. The operator and/or OTT 3rd party can evaluate network delivery performance based on the result A/V MOS with following benefit:
- Avoid different interpretation of DASH QoE metrics by the MNO for different UEs consuming the same streaming content with same encoding scheme.
- Avoid different interpretation of DASH QoE metrics by the OTT 3rd party for different UEs consuming the same streaming content with same encoding scheme over different MNO’s network.
It is proposed to introduce A/V MOS developed by P.NATS for 3GPP PSS.
A/V MOS estimation and associated information (encoding information, InitialPlayoutDelay,etc) may be used by the operator to evaluate network delivery performance in case:
· The streaming content is encoded with different coding schemes; advanced encoding scheme consumes less network bandwidth. 
· DASH player implementation prefers downloading more data before playing.
3 Proposal 
It is proposed to include section 2 into the Technical Report.
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