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1 Introduction
MMCMH video and screen share use cases have been discussed in [2] [3]. In this document, potential use cases are described where an MTSI terminal enables rendering of more than one audio source from different conference participants. In each of these use cases, a UE is receiving multiple streams of audio and performs spatial audio mixing prior to rendering the resulting multi-channel audio signal. This document also elaborates on MMCMH use cases for multi-stream audio to enable media handling in future MTSI terminals to be more compelling and resource-effective in group audio/video communication. It is proposed that the uses cases be included in the MMCMH permanent document.

2 Benefits of UE based Audio Mixing
In a video conferencing application, while continuous presence of the active talker, as well as the previous 2-3 talkers, is desired [3], spatial audio rendering of multiple talkers through audio mixing at the receiver can further enhance the conferencing experience.

When considering the following examples, it is important to remember that in group conversational speech, the conference floor tends to self-regulate the maximum number of active speakers at a given time. Typically, there are not many talkers at the same time, e.g., roughly 2-3 maximum talkers, otherwise, the conversation is difficult to follow with many active talkers.  This enables UE based audio mixing use cases to scale gracefully from a capacity perspective, as users are added to the conference.  As the number of participants grows, the maximum number of simultaneous talkers saturates through self-regulation of the participants.  This effect is beneficial both for managing the decoding and mixing complexity at the UE, as well as for managing the network capacity demand.

2.1 Audio Quality Benefits
Figure 1 shows an example where there are three conference participants and the multiple audio streams handled by the multimedia resource function controller (MRFC). As described in the 3GPP TS 24.147, audio mixing can be performed at the conference focus (Figure 1a). The audio mixing at the conference focus involves a transcoding step and additional de-jitter buffers to handle the multiple streams from conference participants increasing the effective delay in end-to-end communication and impacting the audio quality due to transcoding steps. Furthermore, audio mixing of multiple streams and subsequent re-encoding at the conference focus may have a negative impact on the spatial binaural perception. Figure 1b shows an example where the audio mixing is performed at the UE.
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Figure 1. Multi-stream audio handling at the conference focus, (a) multiple audio mixing and re-encodings performed at the conference focus; (b) audio routed to the rendering device and audio mixing performed at the UE.
Some advantages of performing the audio mixing at the rendering device as opposed to at the conference focus or MRFC include,

· Minimize quality degradations due to mixing, transcoding, and multi-channel coding at the conference focus.

· Minimize the need for additional de-jitter buffers required at the MRFC that adds more delay to the transcoding chain.
· Avoid multiple re-encodings (e.g., re-encoding of Mix(A, B), Mix(B, C), and Mix(A, C) as shown in Figure 1(a)) at the conference focus.
· Handling of A/V synchronization if video is not transcoded (e.g., as per MMCMH video) while audio is mixed/transcoded in a multi-session scenario. 
· Personalized head-related transfer functions (HRTFs) at the rendering device that can improve the end-user experience compared to a generic HRTF applied at the MRFC.
· Audio spatialization based on head-tracking features/capabilities of the UE.

2.2 Capacity Considerations

As described above, multi-party conferencing floors tend to be self-regulating so that, even in large conferences, no more than two or three talkers are active simultaneously.  In such a scenario, many of the audio streams are DTX frames and can be handled accordingly to reproduce the background characteristics, thereby keeping network capacity demands under control.
Even with just a few simultaneously active talkers, UE based audio mixing can have beneficial capacity impacts for the network.  This is largely because encoding multiple channels that are mixed at the MRFC generally requires higher bit rates than the original mono bit streams.  The CELP-based algorithms of modern-day vocoders are based on a source-filter model of a single talker.  If multiple talkers are mixed together, higher bitrates are needed for consistent quality since the efficiency of the model is lost and more bits are needed to represent the waveform with high fidelity. As a result, a higher bit rate should ideally be used when encoding the mixed audio at the MRFC.  Furthermore, if an MRFC-based mixer applies spatialization to the mixed streams, a stereo coder is needed, which also demands higher bit rates than mono coders.
To illustrate the potential capacity benefit of UE based audio mixing, consider the following two examples.
1) Only one active talker, e.g., talker A, coding at EVS 13.2 kbps and talker B and C are DTX with EVS SID/NODATA at 2.4 kbps (with frequency of every 8 frames). The average uplink bit rates from talkers A, B, and C, would be 13.2 kbps, 2.4/8 (=0.3) kbps, and 0.3 kbps, respectively, resulting in a total uplink network bandwidth usage of B_UL = 13.8 kbps.

a) When the audio mixing is at the conference focus (Figure 1a), the down link bit rates to talkers A, B, and C are respectively 0.3 kbps, 24.4 kbps, and 24.4 kbps, resulting in a total downlink network usage of B_DL1 = 49.1 kbps.

b) When the audio mixing is at the rendering device (Figure 1b), the down link bit rates to talkers A, B, and C respectively are (0.3+0.3) kbps, (13.2+0.3) kbps, and (13.2+0.3) kbps, resulting in a total downlink network usage of B_DL2 = 27.6 kbps.
2) Two active talkers, e.g., talker A and B, coding at EVS 13.2 kbps and talker C is DTX with EVS SID/NODATA at 2.4 kbps (with frequency of every 8 frames). The uplink bit rates from talkers A, B, and C, would be 13.2 kbps, 13.2 kbps, and 0.3 kbps, respectively, resulting in a total uplink network bandwidth usage of B_UL = 26.7 kbps.

a) When the audio mixing is at the conference focus (Figure 1a), the down link bit rates to talkers A, B, and C are respectively 24.4 kbps, 24.4 kbps, and 24.4 kbps, resulting in a total downlink network usage of B_DL1 = 73.2 kbps.

b) When the audio mixing is at the rendering device (Figure 1b), the down link bit rates to talkers A, B, and C are respectively (13.2+0.3) kbps, (13.2+0.3) kbps, and (13.2+13.2) kbps, resulting in a total downlink network usage of B_DL2 = 53.4 kbps.
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Figure 1.1 Example capacity depictions (average UL and DL bitrates) with one and two active talkers when multistream audio mixing is performed at the conference focus and at the UE. Green blocks (and lines) depict an active talker, while grey blocks (and lines) depict inactive background; sold lines depict UL and dotted lines depict DL path.
3 MMCMH Audio Use Case 1: Multi-stream Audio Steering or Panning
Figure 2 shows an example use case where the audio from conference participants are directed or steered such that it appears that the participants A, B, and C are spatially distributed in a particular configuration. Head-related transfer function (HRTF) tools can be used to perform audio panning at the rendering device. Audio panning may reduce the fatigue to the participant D where the simultaneous talking of e.g., participant A and C is easily distinguished through spatial steering of audio. Audio panning may also enable the rendering device to choose to naturally vary the audio levels of participants before HRTF mixing. For example, participant D may prefer to give more importance to participant A’s audio relative to participants B and C and selectively adjust the mixing gains in the personalized HRTF functions. In one example, the participant D may completely mute all participants except participant A during multiple active talkers. Further, participant D may also signal to the conference focus to manage the bit rate and audio bandwidth SDP negotiations based on talker preferences and depending on the rendering device capabilities.
Figure 3 shows a block diagram with decoded audio streams of talkers A, B, and C processed using the HRTFs. The HRTFs may be precomputed based on a preferred virtual speaker location assignment. For example, the HRTF_A function may steer spatially the talker A’s audio stream to be perceived to arrive from the left side (e.g., as shown in Figure 2). Similarly, HRTF_B and HRTF_C steer the talker B’s and talker C’s audio spatially to arrive as shown in Figure 2. The HRTFs may also include gain control to emphasize a preferred talker relative to others.
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Figure 2 Audio panning of participants A, B, and C and rendering to participant D.
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Figure 3 Multistream audio from participants A, B, and C are mixed at the rendering device of participant D using personalized HRTFs.

4 MMCMH Audio Use case 2: De-jitter Buffer Handling at the Conference Focus and at the Rendering Device (UE)
Figure 4 shows a block diagram where multiple audio stream RTP packets are received at the conference focus. The conference focus must be equipped with multiple de-jitter buffers to handle the multiple RTP audio packets and send in a sequential order (e.g., based on RTP_A, RTP_B, and RTP_C packet timestamps) for decoding and subsequent mixing and re-encoding. At the rendering device the received mixed audio is decoded and played out. In effect, audio mixing at the conference focus may contribute to increased JBM delay along with transcoding delays. In addition, the JBM design at both the conference focus and at the rendering device must meet the 26.114 delay requirements.
Furthermore, as described in MMCMH video use cases, if the multiple streams of video are not transcoded, while the audio is mixed/transcoded as per Figure 4 at the conference focus, the aforementioned delay adjustment between the video and audio streams may become a challenging problem. In such case, the logic for JBM and transcoding delay compensation for Audio and Video stream synchronization may have to be performed both at the conference focus and at the rendering device. On the other hand, if both video and audio streams are transcoded at the conference focus, then the principles of 3GPP TS 24.147 are followed.
Figure 5 shows a block diagram where multiple audio stream RTP packets are received at the rendering device with timestamps unchanged by the conference focus. In this case, packets are exposed to de-jitter buffer delays only once at the receiving UE.  This is in contrast to the scenario in Figure 4, where packets from a single stream are exposed to de-jitter buffer delays twice – once at the conference focus, and once in the receiving UE. The MMCMH video and audio media handling at the rendering devices provides flexibility, based on the jitter and network delay characteristics, to determine a desired bit rate per talker and HRTF mixing scenarios. 
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Figure 4 De-jitter buffer control at the conference focus and at the rendering device
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Figure 5 De-jitter buffer control at the rendering device with multiple audio streams
5 MMCMH Audio Use case 3: Audio spatialization based on head-tracking
Figure 6 shows an example use case where the audio from conference participants are steered based on the head tracking tools at the rendering device. The head-tracking information, for example, can be integrated into the HRTF functions to rotate the sound field as shown in Figure 7. 
As shown in Figure 7, for audio spatialization, the head-tracking information can be taken into account along with the individual talkers seating location. 
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Figure 6  Multistream audio from participants A, B, and C are mixed at the rendering device of participant D using personalized HRTFs and using the head-tracking information.
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Figure 7 Audio spatialization of participants A, B, and C and rendering to participant D based on head-tracking information.
6 MMCMH Audio Use case 4:  Mixing at the Rendering Device with Distributed Topology

Figure 8 shows an example use case where there are three conference participants whose multiple audio streams and signalling are handled without a central Conference Focus Despite requiring N x (N-1) audio streams, all of the same principles regarding audio quality and capacity considerations described in Section 2 still apply.
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Figure 8. Multi-stream audio handling based on multicast IP session and audio routed to rendering devices and audio mixing performed at the UEs.
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