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END OF FIRST CHANGE
SECOND CHANGE
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [6] and the following apply.

3GP
3GPP file format

AAC
Advanced Audio Coding

AMR-WB+
Extended Adaptive Multi-Rate Wideband Codec

AVC
Advanced Video Coding

ADU
Application Data Unit
BIFS
Binary Format for Scenes

CVO
Coordination of Video Orientation

DIMS
Dynamic and Interactive Multimedia Scenes

Enhanced aacPlus
MPEG-4 High Efficiency AAC plus MPEG-4 Parametric StereoFLUTE
File Delivery over Unidirectional Transport
HEVC
High Efficiency Video Coding

HTTP
HyperText Transport Protocol
ITU-T
International Telecommunications Union – Telecommunications

MIKEY
Multimedia Internet KEYing
MIME
Multipurpose Internet Mail Extensions

MMS
Multimedia Messaging Service

MP4
MPEG-4 file format

MPD
Media Presentation Description
PSS
Packet-switched Streaming Service

RAP
Random Access Point

RTP
Real-time Transport Protocol

RTSP
Real-Time Streaming Protocol

SDP
Session Description Protocol

SRTP
Secure Real-time Transport Protocol
URL
Uniform Resource Locator
END OF SECOND CHANGE
THIRD CHANGE
5.2.2
Registration of codecs

Code streams for H.263 video [9], MPEG-4 video [10], H.264 (AVC) video [29], H.265 (HEVC) video [51], AMR narrow-band speech [11], AMR wide-band speech [12], Extended AMR wide-band audio [21], Enhanced aacPlus audio [23, 24, 25], MPEG-4 AAC audio [13], and timed text [4] can be included in 3GP files as described in clause 6 of the present document.

END OF THIRD CHANGE
FOURTH CHANGE
5.2.3
Extensions

The following extensions to the ISO base media file format [7] can be used in a 3GP file:

-
streaming-server extensions (see clause 7);

-
asset information (see clause 8);

-
video-buffer information (see clause 9);

-
AVC file format (see clause 5 of [20]), for which the use of sample entry types other than 'avc1' is disallowed;

-
MVC file format (see clause 7 of [20]);

-
H.265 (HEVC) file format (see clause 8 of [20]);

-
RTP and RTCP reception hint tracks (see [38]);

-
SRTP and SRTCP reception hint tracks with key management information for SRTP recordings (see [38] and clause 12).

If SDP information is included in a 3GP file, it shall be used as defined by the streaming-server extensions.

END OF FOURTH CHANGE
FIFTH CHANGE
5.2.4
MPEG-4 systems specific elements

For the storage of MPEG-4 media specific information in 3GP files, this specification refers to MP4 [14], the AVC file format as specified in clause 5 of [20], and the H.265 (HEVC) file format as specified in clause 8 of [20], which are also based on the ISO base media file format. However, tracks relative to MPEG-4 system architectural elements (e.g. BIFS scene description tracks or OD Object descriptors) are optional in 3GP files and shall be ignored. The inclusion of MPEG-4 media does not imply the usage of MPEG-4 systems architecture. Terminals and servers are not required to implement any of the specific MPEG-4 system architectural elements.

END OF FIFTH CHANGE
SIXTH CHANGE
5.4.3
Basic profile

The 3GP Basic profile is branded ‘3gp9’.

The following constraints shall apply to a 3GP file conforming to Basic profile: 

-
there shall be no references to external media outside the file, i.e. a file shall be self-contained;

-
the maximum number of tracks shall be one for video (or alternatively one for scene description), one for audio and one for text;

-
the maximum number of sample entries shall be one per track for video and audio (but unrestricted for text and scene description);

-
there shall be no references between tracks, e.g., a scene description track shall not refer to a media track since all tracks are on equal footing and played in parallel by a conforming player.

NOTE 1:
The Basic profile of 3GP in Release 6 or higher corresponds to 3GP files of earlier releases, which did not define profiles.

NOTE 2:
In order to maintain backward compatibility with Release 4 and Release 5, it is not recommended to use movie fragments in 3GP files for MMS.

NOTE 3:
For H.264 (AVC) or H.265 (HEVC) video in a Basic profile 3GP file, the restriction on the number of video tracks implies in particular that there shall be no alternative tracks (including switching tracks) and no separate tracks for parameter sets.

NOTE 4:
For DIMS scene description in a Basic profile 3GP file, the restriction on the number of scene description tracks implies in particular that there shall be no separate tracks for redundant DIMS units.

NOTE 5:
The handler types for tracks with video, audio, text and scene description are ‘vide’, ‘soun’, ‘text’, and ‘sdsm’, respectively.

END OF SIXTH CHANGE
SEVENTH CHANGE
6.1
General

The purpose of this clause is to define the necessary structure for integration of the H.263, MPEG-4 Visual, AMR, AMR-WB, Extended AMR-WB (AMR-WB+), Enhanced aacPlus and AAC media specific information in a 3GP file. Clause 6.2 gives some background information about the Sample Description box in the ISO base media file format [7] and clauses 6.3 and 6.4 about the MP4VisualSampleEntry box and the MP4AudioSampleEntry box in the MPEG-4 file format [14]. The definitions of the Sample Entry boxes for AMR, AMR-WB, AMR-WB+ and H.263 are given in clauses 6.5 to 6.10. The integration of timed text in a 3GP file is specified in [4], the integration of H.264 (AVC) is specified in [20], the integration of H.265 (HEVC) is specified in clause 8 of [20], and the integration of DIMS is specified in [36] and clauses 5.4.3, 5.4.6 and 11 of the present document.

AMR and AMR-WB data is stored in the stream according to the AMR and AMR-WB storage format for single channel header of Annex E [15], without the AMR magic numbers.

The 3GPP file format is the native storage format for AMR-WB+. The data stream, stored in samples of a 3GP file, shall be formatted according to clause 8.3 of [21]. Each sample contains one or more AMR-WB+ storage units. The number of storage units per sample may differ from sample to sample.

END OF SEVENTH CHANGE
EIGHTH CHANGE
6.2
Sample Description box

In an ISO file, Sample Description Box gives detailed information about the coding type used, and any initialisation information needed for that coding. The Sample Description Box can be found in the ISO file format Box Structure Hierarchy shown in figure 6.1.
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Figure 6.1: ISO File Format Box Structure Hierarchy

The Sample Description Box can have one or more Sample Entries. Valid Sample Entries already defined for ISO and MP4 include MP4AudioSampleEntry, MP4VisualSampleEntry and HintSampleEntry. The Sample Entries for AMR and AMR-WB shall be AMRSampleEntry, for AMR-WB+ it shall be AMRWPSampleEntry, for H.263 it shall be H263SampleEntry, for H.264 (AVC) it shall be AVCSampleEntry, for H.265 (HEVC) it shall be HEVCSampleEntry, for timed text it shall be TextSampleEntry, for DIMS it shall be DIMSSampleEntry, and for hint tracks it shall be HintSampleEntry, and for CVO timed metadata tracks it shall be CVOSampleEntry.

The format of SampleEntry and its fields are explained as follows:

SampleEntry ::= 
MP4VisualSampleEntry | 
 
MP4AudioSampleEntry | 
 
AMRSampleEntry | 
 
AMRWPSampleEntry | 
 
H263SampleEntry | 
 
AVCSampleEntry |
 
TextSampleEntry | 
 
DIMSSampleEntry |
 
HintSampleEntry |
 
CVOSampleEntry |

HEVCSampleEntry

Table 6.1: SampleEntry fields

	Field
	Type
	Details
	Value

	MP4VisualSampleEntry
	
	Entry type for visual samples defined in the MP4 specification.
	

	MP4AudioSampleEntry
	
	Entry type for audio samples defined in the MP4 specification.
	

	AMRSampleEntry 
	
	Entry type for AMR and AMR-WB speech samples defined in clause 6.5 of the present document.
	

	AMRWPSampleEntry
	
	Entry type for AMR-WB+ audio samples defined in clause 6.9 of the present document.
	

	H263SampleEntry 
	
	Entry type for H.263 visual samples defined in clause 6.6 of the present document.
	

	AVCSampleEntry
	
	Entry type for H.264 (AVC) visual samples defined in the AVC file format specification.
	

	TextSampleEntry
	
	Entry type for timed text samples defined in the timed text specification
	

	DIMSSampleEntry
	
	Entry type for DIMS scene description samples defined in the DIMS specification.
	

	HintSampleEntry
	
	Entry type for hint track samples defined in the ISO specification.
	

	CVOSampleEntry
	
	Entry type for CVO timed metadata track as defined in clause 6.11 of the present document
	

	HEVCSampleEntry
	
	Entry type for H.265 (HEVC) visual samples defined in the H.265 (HEVC) file format specification in clause 8 of [20].
	


From the above 11 Sample Entries, only the MP4VisualSampleEntry, MP4AudioSampleEntry, H263SampleEntry, AMRSampleEntry and AMRWPSampleEntry are taken into consideration here. TextSampleEntry is defined in [4], HintSampleEntry in [7], AVCSampleEntry in clause 5 of [20], HEVCSampleEntry in clause 8 of [20], and DIMSSampleEntry in [36].

END OF EIGHTH CHANGE
NINETH CHANGE
7.7
Aggregated RTP payloads

An application data unit (ADU), normally being the smallest independently usable data unit, is specified as follows for coding formats and RTP payload formats allowed in 3GP files: 

-
For audio and speech, an ADU is specified as a coded frame intended for transport. 

-
For H.263 an ADU consists of an entire RTP payload. 

-
For MPEG-4 Visual an ADU consists of a complete or partial VOP in the RTP payload.

-
For H.264 (AVC) or H.265 (HEVC), an ADU is a Network Adaptation Layer Unit (NALU).

-
For timed text, an ADU consists of any of the type 1-5 RTP payload units [28].

For encrypted RTP payloads, the actual ADUs are hidden within the encrypted payload. Some RTP payload formats allow aggregation of multiple ADUs into a single RTP payload. When any hint sample in an RTP hint track defines a payload including multiple ADUs, each hint sample in the hint track shall comply with the following requirements:

-
The extra-flag in the RTPPacket class of the hint sample shall be set to 1. This indicates that there is extra information before the RTP constructors in the form of type-length-value sets.

-
The extra information in the hint sample shall include a ‘3gau’ structure as specified below.

class 3gppApplicationDataUnitInfoTLV extends Box(‘3gau’) {

unsigned int(16)
entrycount;

for(i=1; i<=entrycount; i++){


unsigned int(32)
numbytes;


unsigned int(64)
decorder;


unsigned int(32)
timestampoffset

}
}

entrycount indicates the number of ADUs in the RTP payload.

numbytes indicates the number of bytes of the i’th ADU in the RTP payload. 

decorder indicates the decoding order of ADUs within the RTP hint track. The smaller value of decorder, the earlier the ADU is in decoding order. All ADUs shall have a unique value of decorder, and the assignment shall be done using consecutive numbers. If two or more ADUs can be decoded virtually simultaneously, i.e. their relative decoding order is undefined, they shall still be assigned consecutive numbers.

timestampoffset indicates the RTP timestamp offset of the i’th ADU relative to the timestamp of RTP header of the packet it will be transmitted in. Where the ADU's timestamp value is equal to what it would have had if it were transmitted in an RTP packet containing only the ADU.

END OF NINETH CHANGE
TENTH CHANGE
9.1
General
A 3GP file can include video-buffer parameters associated with video streams. For the case when only one set of parameters is associated to an entire video stream, these can be included in the corresponding media-level SDP fragment. However, in order to provide buffer parameters for different operation points, as defined below, and for different synchronization points, a track can contain a video buffer sample grouping. The type of sample grouping depends on which video-buffer model that is used for a particular video codec.

For H.263 and MPEG-4 visual, the PSS buffering model, defined in Annex G of TS 26.234 [3] (PSS Annex G), is used. Buffer parameters for several operation points and synchronization points may be specified by a 3GPP PSS Annex G sample grouping as defined in clause 9.2.1. 

For H.264 (AVC) or H.265 (HEVC), there are two types of buffers:

-
Hypothetical Reference Decoder (HRD) model;

-
For H.264 (AVC) the de-interleaving buffer of the interleaved RTP packetization mode as specified in [30], or for H.265 (HEVC), the de-packetization buffer as specified in [52].
Buffer parameters for several operation points and synchronization points of the HRD model may be specified by a video HRD sample grouping as defined in clause 9.2.2.
Only one set of de-interleaving parameters for H.264 (AVC) and only one set of de-packetization parameters for H.265 (HEVC) can be associated to a stream and therefore the de-interleaving or de-packetization parameters are included in the corresponding media-level SDP fragment according to the H.264 (AVC) MIME/SDP specification in [30] or the H.265 (HEVC) MIME/SDP specification in [52].

NOTE:
Any HRD parameters in parameter sets and SEI message in the bitstream or included in the MIME/SDP parameters of a media-level SDP fragment must not contradict each other or the information in the video HRD sample grouping, if any.

END OF TENTH CHANGE
ELEVENTH CHANGE
9.2
Sample groupings for video-buffer parameters

A sample grouping is an assignment of each sample in a track to be a member of one (or none) of several sample groups, based on a grouping criterion. The assignment of buffer parameters to synchronization points (sync samples) provides one sample grouping of the samples in a track. The usage of sample groups in 3GP files shall follow the syntax defined in [20].

Each sample is associated to zero or one sample group entries of any given grouping type in the sample group description box ('sgpd'). Sample group entries for sample groups defined by the grouping type '3gag' are given by the 3GPP PSS Annex G Sample group entry, defined in Table 9.1, and sample group entries for sample groups defined by the grouping type 'avcb' are given by the video HRD Sample group entry, defined in Table 9.2.

Sample group entries provide buffer parameters relevant to all samples in the corresponding sample group(s). A sync sample and all following non-sync samples before the next sync sample shall be members of the same sample group with respect to the video-buffer grouping type. The indicated buffer parameters for a sync sample are applicable for the stream from that sync sample onwards.
NOTE: 
A file, in which some but not all samples are associated with sample groups with respect to the grouping type '3gag' or 'avcb', may have been edited and may therefore no longer conform to corresponding buffer model.
END OF ELEVENTH CHANGE
TWELVETH CHANGE
9.2.2
Video HRD sample grouping
The grouping type 'avcb' defines the grouping criterion for video HRD parameters. Zero or one sample-to-group box ('sbgp') for the grouping type 'avcb' can be contained in the sample table box ('stbl') of a track. It shall reside either in a hint track or a video track for H.264 (AVC) or H.265 (HEVC). The presence of this box and grouping type indicates that the associated video stream complies with the HRD with the indicated parameters.

Table 9.2: Video HRD sample group entry

	Field
	Type
	Details
	Value

	AVCHRDParameters
	AVCHRDstruc
	Structure which holds the video HRD parameters
	


AVCHRDParameters: the structure where the video HRD parameters reside.

AVCHRDstruc is defined as follows:

struct AVCHRDstruc{
 
Unsigned int(16) 

operation_point_count 
 
for (i = 0; i < operation_point_count; i++){
 

Unsigned int (32) 
tx_byte_rate
 

Unsigned int (32) 
pre_dec_buf_size
 

Unsigned int (32) 
post_dec_buf_size
 

Unsigned int (32)

init_pre_dec_buf_period
 

Unsigned int (32) 
init_post_dec_buf_period
 
}
}

The definitions of the AVCHRDstruc members are as follows:

operation_point_count: specifies the number of operation points. Values of the HRD parameters are specified separately for each operation point. The value of operation_point_count shall be greater than 0. 

tx_byte_rate: indicates the input byte rate (in bytes per second) to the coded picture buffer (CPB) of the HRD.
For H.264 (AVC), the bitstream is constrained by the value of BitRate equal to 8 * the value of tx_byte_rate for NAL HRD parameters as specified in [29]. For VCL HRD parameters, the value of BitRate is equal to tx_byte_rate * 40 / 6.
For H.265 (HEVC), the bitstream is constrained such that, for the NAL HRD parameters, the value of BitRate[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], inclusive, as specified in [51], is less than or equal to 8 * tx_byte_rate, and for the VCL HRD parameters, the value of BitRate[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], is less than or equal to tx_byte_rate * 80 / 11.
The value of tx_byte_rate shall be greater than 0.

pre_dec_buf_size: gives the required size of the pre-decoder buffer or coded picture buffer in bytes.
For H.264 (AVC), the bitstream is constrained by the value of CpbSize equal to pre_dec_buf_size * 8 for NAL HRD parameters as specified in [29]. For VCL HRD parameters, the value of CpbSize is equal to pre_dec_buf_size * 40 / 6.
For H.265 (HEVC), the bitstream is constrained such that, for the NAL HRD parameters, the value of CpbSize[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], inclusive, as specified in [51], is less than or equal to pre_dec_buf_size * 8, and for the VCL HRD parameters, the value of CpbSize[ i ] for at least one value of i in the range of 0 to cpb_cnt_minus1[ HighestTid ], is less than or equal to pre_dec_buf_size * 80 / 11.
At least one pair of values of tx_byte_rate and pre_dec_buf_size of the same operation point shall conform to the maximum bitrate and CPB size allowed by profile and level of the stream.

post_dec_buf_size: gives the required size of the post-decoder buffer, or the decoded picture buffer, in unit of bytes.
For H.264 (AVC), the bitstream is constrained by the value of max_dec_frame_buffering equal to Min( 16, Floor( post_dec_buf_size ) / ( PicWidthMbs  * FrameHeightInMbs * 256 * ChromaFormatFactor ) ) ) as specified in [29]. If the SDP attribute 3gpp-videopostdecbufsize is not present for an H.264 (AVC) stream, the value of max_dec_frame_buffering is inferred as specified in [29].
For H.265 (HEVC) Main profile, the bitstream is constrained such that the value of sps_max_dec_pic_buffering_minus1[ HighestTid ] + 1 as specified in [51] is less than or equal to Floor( post_dec_buf_size / ( PicSizeInSamplesY * 3 / 2 ) ), where PicSizeInSamplesY is as specified in [51].
init_pre_dec_buf_period: gives the required delay between the time of arrival in the pre-decoder buffer of the first bit of the first access unit and the time of removal from the pre-decoder buffer of the first access unit. It is in units of a 90 kHz clock.
For H.264 (AVC), the bitstream is constrained by the value of the nominal removal time of the first access unit from the coded picture buffer (CPB), tr,n( 0 ), equal to init_pre_dec_buf_period as specified in [29].
For H.265 (HEVC), the bitstream is constrained such that the value of the nominal removal time of the first access unit from the coded picture buffer (CPB), AuNominalRemovalTime[ 0 ], as specified in [51] is equal to init_pre_dec_buf_period.
init_post_dec_buf_period: gives the required delay between the time of arrival in the post-decoder buffer of the first decoded picture and the time of output from the post-decoder buffer of the first decoded picture. It is in units of a 90 kHz clock.
For H.264 (AVC), the bitstream is constrained by the value of dpb_output_delay for the first decoded picture in output order equal to init_post_dec_buf_period as specified in [29] assuming that the clock tick variable, tc, is equal to 1 / 90 000.
For H.265 (HEVC), the bitstream is constrained such that the value of pic_dpb_output_delay for the first decoded picture in output order, as specifeid in [51], is equal to init_post_dec_buf_period, assuming that the clock tick, ClockTick, is equal to 1 / 90 000.
END OF TWELVETH CHANGE
THIRTEENTH CHANGE
10.3
Key management

The necessary requirements for decrypting media are stored in the Protection scheme information box. For the case of media tracks, it contains the Original format box, which identifies the codec of the decrypted media. For both media tracks and media files, it contains the Scheme type box, which identifies the protection scheme used to protect the media, and the Scheme information box, which contains scheme-specific data (defined for each scheme). It is out of the scope of this specification to define a protection scheme.

The Protection scheme information box and its contained boxes are defined in Tables 10.5 – 10.8.

Table 10.5: ProtectionSchemeInfoBox 

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	‘sinf’

	OriginalFormatBox
	
	Box containing identifying the original format
	

	SchemeTypeBox
	
	Optional box containing the protection scheme.
	

	SchemeInformationBox
	
	Optional box containing the scheme information.
	


Table 10.6: OriginalFormatBox 

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	‘frma’

	DataFormat
	Unsigned int(32)
	original format
	


DataFormat identifies the format (sample entry) of the decrypted, encoded data. The currently defined formats in 3GP files include 'mp4v', 'h263', 'avc1', 'hvc1', 'hev1', 'mp4a', 'samr', 'sawb', 'sawp' and 'tx3g'.

Table 10.7: SchemeTypeBox 

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	‘schm’

	BoxHeader.Version
	Unsigned int(8)
	
	0

	BoxHeader.Flags
	Bit(24)
	
	0 or 1

	SchemeType
	Unsigned int(32)
	four-character code identifying the scheme
	

	SchemeVersion
	Unsigned int(32)
	Version number
	

	SchemeURI
	Unsigned int(8)[ ]
	Browser URI (null-terminated UTF-8 string). Present if (Flags & 1) true
	


SchemeType and SchemeVersion identifiy the encryption scheme and its version. As an option, it is possible to include SchemeURI with an URI pointing to a web page for users that don’t have the encryption scheme installed.

Table 10.8: SchemeInformationBox 

	Field
	Type
	Details
	Value

	BoxHeader.Size
	Unsigned int(32)
	
	

	BoxHeader.Type
	Unsigned int(32)
	
	‘schi’

	
	
	Box(es) specific to scheme identified by SchemeType
	


The boxes contained in the Scheme information box are defined by the scheme type, which is out of the scope of this specification to define.

END OF THIRTEENTH CHANGE
FOURTEENTH CHANGE
A.2.2
Codecs parameter

The codecs parameter is defined in RFC 6381. The ISO file format name space and ISO syntax in clauses 3.3 and 3.4 of RFC 6381 [32] shall be used together with extensions to the ISO syntax specified here. 

The syntax in clause 3.4 of RFC 6381 defines the usage of the codecs parameter for files based on the ISO base media file format and specifies that the first element of a parameter value is a sample description entry four-character code. It also includes specific definitions for MPEG audio ('mp4a') and MPEG video ('mp4v') where each value in addition to the four-character code includes two elements signalling Object Type Indications and Profile Level Indications (video only). It also includes specific definitions for Advanced Video Coding (‘avc1’) where each value in addition to the four-character code includes a second element (referred to as ’avcoti’ in the formal syntax), which is the hexadecimal representation of the following three bytes in the (subset) sequence parameter set Network Abstraction Layer (NAL) unit specified in [29]: (1) profile_idc,(2) the byte containing the constraint_set flags (currently constraint_set0_flag through constraint_set5_flag, and the reserved_zero_2bits), and (3) level_idc. Note also that reserved_zero_2bits is required to be equal to 0 in [29], but other values for it may be specified in the future by ITU-T or ISO/IEC. These definitions apply to the MPEG codecs used by the 3GP file format, such as H.264 (AVC) [29], MPEG-4 Visual [10], MPEG-4 AAC [13] and Enhanced aacPlus [23, 24, 25]. Values for other codecs used by the 3GP file format are specified below.

When the first element of a value is 's263', indicating H.263 video [9], the second element is the decimal representation of the profile, e.g., 0 or 3, and the third element is the decimal representation of the level, e.g. 10 or 45.
When the first element of a value is one of the following elements, no other elements are defined for that value:

-
'samr', indicating AMR narrow-band speech [11];

-
'sawb', indicating AMR wide-band speech [12];

-
'sawp', indicating Extended AMR wide-band audio [21];

-
'tx3g', indicating timed text [4];

-
‘3gvo’, indicating CVO as defined in clauses 6.11 and 14.

The following syntax defines all values above in ABNF (RFC 4234 [31]) by extending the definition in clause 3.4 of RFC 6381:

id-iso
=
iso-gen / iso-mpega / iso-mpegv / iso-amr / iso-amr-wb / iso-amr-wbp / iso-tt /  iso-h263 




; iso-gen, iso-mepga, iso-mpegv, iso-avc as defined in RFC 6381

iso-amr
=
%x73.61.6d.72
; 'samr'

iso-amr-wb
=
%x73.61.77.62
; 'sawb'

iso-amr-wbp
=
%x73.61.6d.74
; 'sawp'

iso-tt
=
%x74.78.33.67
; 'tx3g'
iso-cvo
=
%x33.67.76.6f
; '3gvo'
iso-h263
=
s263 "." h263-profile "." h263-level

s263
=
%x73.32.36.33
; 's263'

h263-profile
=
1*DIGIT

h263-level
=
1*DIGIT

The elements of the codecs parameter for H.265 (HEVC) are specified as below.

NOTE: 
The following specification replaces that in clause E.3 of [20].
When the first element of a value is a code indicating a codec from the High Efficiency Video Coding specification (ISO/IEC 23008-2), as documented in clause 8 of [20] (such as 'hev1' or 'hvc1'), the elements following are a series of values from the HEVC decoder configuration record, separated by period characters (“.”). In all numeric encodings, leading zeroes may be omitted,

· the general_profile_space, encoded as no character (general_profile_space == 0), or ‘A’, ‘B’, ‘C’ for general_profile_space 1, 2, 3, followed by the general_profile_idc encoded as a decimal number;

· the 32 bits of the general_profile_compatibility_flags, but in reverse bit order, i.e. with general_profile_compatibility_flag[ 31 ] as the most significant bit, followed by , general_profile_compatibility_flag[ 30 ], and down to general_profile_compatibility_flag[ 0 ] as the least significant bit, where general_profile_compatibility_flag[ i ] for i in the range of 0 to 31, inclusive, are specified in ISO/IEC 23008-2, encoded in hexadecimal (leading zeroes may be omitted);

· the general_tier_flag, encoded as ‘L’ (general_tier_flag==0) or ‘H’ (general_tier_flag==1), followed by the general_level_idc, encoded as a decimal number;

· each of the 6 bytes of the constraint flags, starting from the byte containing the general_progressive_source_flag, each encoded as a hexadecimal number, and the encoding of each byte separated by a period; trailing bytes that are zero may be omitted.

Examples:

codecs=hev1.1.6.L93.B0

a progressive, non-packed stream, Main Profile, Main Tier, Level 3.1. (Only one byte of the constraint flags is given here; The value after the second period is 6 instead of 2 because according to ISO/IEC 23008-2 a Main Profile bitstream should also be marked as compatible to the Main 10 Profile).

codecs=hev1.A4.41.H120.B0.23

a (mythical) progressive, non-packed stream in profile space 1, with general_profile_idc 4, some compatibility flags set, and in High tier at Level 4 and two bytes of constraint flags supplied.
END OF FOURTEENTH CHANGE
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